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General Introduction
Applied Linguistics:
Subject to Discipline?

ALAN DAVIES AND CATHERINE ELDER

"Tis of great use to the sailor to know the length of his line, though he cannot
with it fathom all the depths of the ocean. "Tis well he knows that it is long
enough to reach the bottom, at such places as are necessary to direct his
voyage, and caution him against running upon shoals that may ruin him.
Our business here is not to know all things, but those which concern our
conduct. If we can find out those measures whereby a rational creature, put in
that state which man is in the world, may and ought to govern his opinions
and actions depending thereon, we need not be troubled that some other things
escape our knowledge.

John Locke, An Essay Concerning Human Understanding, 1695

Role

Applied linguistics is often said to be concerned with solving or at least ameli-
orating social problems involving language. The problems applied linguistics
concerns itself with are likely to be: How can we teach languages better? How
can we diagnose speech pathologies better? How can we improve the training
of translators and interpreters? How can we write a valid language examina-
tion? How can we evaluate a school bilingual program? How can we deter-
mine the literacy levels of a whole population? How can we helpfully discuss
the language of a text? What advice can we offer a Ministry of Education on a
proposal to introduce a new medium of instruction? How can we compare the
acquisition of a European and an Asian language? What advice should we
give a defense lawyer on the authenticity of a police transcript of an interview
with a suspect?

This tradition of applied linguistics established itself in part as a response
to the narrowing of focus in linguistics with the advent in the late 1950s
of generative linguistics, and has always maintained a socially accountable
role, demonstrated by its central interest in language problems. But there is
another tradition of applied linguistics, which belongs to linguistics; it is
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sometimes called Linguistics-Applied (L-A) but perhaps “applications of lin-
guistics” would be a more appropriate title for this tradition. This version
has become more noticeable in the last 20 years as theoretical linguistics
has moved back from its narrowly formalist concern to its former socially
accountable role (for example in Bible translation, developing writing
systems, dictionary making). In this way the two traditions have come to
resemble one another. Or have they? We discuss below whether there is still
a distinction.

For the most part, those who write about applied linguistics accept that
the label “applied linguistics” refers to language teaching (in its widest
interpretation, therefore including speech therapy, translation and inter-
preting studies, language planning, etc.). Applied linguistics in this tradition
is not new, whether from the more practical perspective: “Throughout the
history of formal language teaching there has always been some sort of
applied linguistics, as it is known today” (Mackey, 1965, p. 253), or whether
we consider its role in the academy: “Applied linguistics is not the recent
development that is sometimes supposed, but derives from the involvement
of linguists in America, particularly Leonard Bloomfield and Charles C. Fries,
in specialized language-teaching programs during and immediately after
the second World War” (Howatt, 1984, p. 265). Within that tradition, applied
linguistics has an honorable role:

if there is one single source which has been responsible for stimulating innova-
tion and activity [in language teaching], it is (in one or other of its various guises)
applied linguistics. It has not performed miracles, but as a focus of enquiry,
critical self-examination, and new ideas, it has enriched the profession at least as
much as it has irritated it. (Howatt, 1984, p. 226)

One important source of that enrichment has been the journal Language
Learning, published from the University of Michigan, providing a chronicle of
the development of applied linguistics over the past 50 years (Catford, 1998).
In a 1993 editorial the journal gave late recognition to the range of coverage
beyond linguistics which applied linguistics embraced. Such recognition is
significant. Coming out of the tradition of Charles Fries and Robert Lado at
the University of Michigan, Language Learning, founded in 1948, was “the
first journal in the world to carry the term ‘applied linguistics” in its title”
(Language Learning, 1967, pp. 2-3). But by “applied linguistics” what was meant
was the “linguistics applied” version.

In the 1990s, the journal seems to have finally accepted the broader church
that represents an Applied-Linguistics (A-L) as distinct from a Linguistics-
Applied approach to language problems. The 1993 editors acknowledge “the
wide range of foundation theories and research methodologies now used to
study language issues.” And they state that they intend to:
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encourage the submission of more manuscripts from

(a) diverse disciplines, including applications of methods and theories from
linguistics, psycholinguistics, cognitive science, ethnography, ethnometh-
odology. sociolinguistics, sociology, semiotics, educational inquiry, and
cultural or historical studies, to address:

(b) fundamental issues in language learning, such as bilingualism, language
acquisition, second and foreign language education, literacy, culture,
cognition, pragmatics, and intergroup relations.

However, the official recognition of the “wide range of foundation theories
and research methodologies now used to study language issues” comes at
a price. That price is the abandoning of the term “Applied Linguistics” as a
sub-heading in the journal’s title. The explanation for this removal is that its
replacement title, Language Learning: A journal of research in language studies, is
now seen to be wider.

Corder (1973) was well aware that in limiting the coverage of applied
linguistics to language teaching he was open to criticism. To some extent his
defense was the mirror image of the Language Learning change of name. There
the rationale was that the input was too undefined and therefore it was
sensible to remove the label of applied linguistics. Corder argues that it is the
output that is without shape and therefore it makes sense to limit the area of
concern to one main object, that of language teaching. Such modesty is more
appealing than enthusiastic and exaggerated claims such as: “This book is
something of an exercise in applied linguistics — in the widest senses of that
term in that it comprises all systematic knowledge about language in all its
aspects” (Christophersen, 1973, p. 88).

Of course there are voices suggesting that applied linguistics can fulfill a
role wider than language teaching (for example Kaplan, 1980; Davies, 1999).
This is an attractive view, but it is tenable only if it allows for a clear overall
limitation to either the input or the output. Otherwise it slips all too easily into
claiming that the whole world is its oyster, that the area of concern is every-
where, the science of everything position, destabilizing the applied linguist
who is left both site-less and sightless.

Definitions

Definitions of applied linguistics may take the form of a short statement, such
as: “the theoretical and empirical investigation of real-world problems in which
language is a central issue” (Brumfit, 1997, p. 93); they may occupy a course
leading to a degree or diploma; or they may be instantiated within the covers
of a volume or a set of volumes. Of this last there are two kinds: there is the
single author book (for example Corder, 1973; Davies, 1999) and there is the
collection of edited papers. Collections have the advantage over the single-
author volume of wide and often specialist coverage of many areas, but they
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cannot compete with the single-author volume in terms of offering a coherent
view of the field and indeed may give the sense of being assembled somewhat
at random. In the last three years at least three edited collections have
appeared: Grabe (2000), Schmitt (2002), and Kaplan (2002); and now we have
this present volume. Schmitt and Celce-Murcia offer the following definition
of Applied Linguistics, (which they place in inverted commas): “‘Applied
Linguistics’ is using what we know about (a) language, (b) how it is learned,
and (c) how it is used, in order to achieve some purpose or solve some problem
in the real world” (Schmitt & Celce-Murcia, 2002, p. 1). They point out that:
“Traditionally, the primary concerns of Applied Linguistics have been second
language acquisition theory, second language pedagogy and the interface
between the two, and it is these areas which this volume will cover” (Schmitt,
2002, p. 2). Grabe’s definition is not far away: “the focus of applied linguistics
is on trying to resolve language-based problems that people encounter in
the real world, whether they be learners, teachers, supervisors, academics,
lawyers, service providers, those who need social services, test takers, policy
developers, dictionary makers, translators, or a whole range of business
clients” (Grabe, 2002, p. 9).

In both cases — and indeed more generally — the “real world” is contrasted
with, presumably, the laboratory or, perhaps, the linguist’s intuition. And yet
the real world is never accessible to research or teaching, as Labov (1966) has
pointed out. And are students being taught a language in a classroom setting
experiencing the real world? It has indeed been suggested that language
teaching and the methods and materials it employs are no more representative
of non-idealized spontaneous language use than are the grammatical examples
that the linguist’s intuition calls up. In fact, of course (and again Labov makes
this point) once language use is focused on for study and analysis it ceases to
exist in the real world. We make this point not because we wish to argue
against collecting samples of real language use but because we consider that
the distinction between real and non-real is a flaky one.

It may be that a helpful way of distinguishing between what linguistics and
applied linguistics are concerned with is to distinguish between theory and
data. Kaplan proposed that applied linguistics is simply not in the business of
developing new theories. Its concern is with new data. Looking forward, Kaplan
suggests that applied linguists “are likely to move toward the analysis of new
data, rather than continue to argue new theory” (Kaplan, 2002, p. 514). As
such, the linguistics that will be of most use to the upcoming applied linguistics
will be descriptive linguistics.

Kaplan and Grabe used as the title of an earlier publication: “Applied
linguistics as an emerging discipline (Grabe, 2000). How helpful is it to
consider applied linguistics as a discipline (rather than say as a subject)? No
doubt the labeling is a way of assuming coherence and at the same time of
distinguishing between applied linguistics and linguistics.

But is it appropriate to refer to applied linguistics, as Kaplan and Grabe do
in their title, as an emerging discipline? It surely makes more sense to use the
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term “subject” rather than “discipline” for the bundle of issues and interests that
Kaplan and Grabe survey (always remembering that there were many more that
were not included). Nothing wrong with being a subject area, and, as we shall
see shortly, that is exactly how applied linguistics started off and where, in our
view, it still is; and that is where it should remain. Why must it develop as a
discipline? To what end? Greater academic prestige? More access to research
funds? Applied linguistics is not like psychology or English literature (Kaplan
& Grabe’s two examples that applied linguistics should emulate in becoming a
discipline). It is much more like medicine and particularly like general or fam-
ily medicine. Here the notion of source and target is of interest, a notion that
Kaplan and Grabe do not acknowledge, even though they pay homage to the
“real-world language-driven problems and concerns” (2000, p. 40) in which, they
say, it is generally agreed that applied linguistics is grounded. By source we
mean the content of a training program and by target the products the pro-
gram aims at, what sort of career most trainees are being prepared for. What
degree programs in other fields such as general medicine do is to say: What is
our target? The presumed answer there is the family doctor who has sufficient
knowledge to act as the first point of reference for sickness. Anything beyond
that general knowledge, such as the provision of specialist consultants, requires
further and often long-term training. But what all medics shareisa common base
training that is predicated on what the family doctor needs to know — his/her
skills and knowledge. In the same way, we suggest, it is helpful to conceptualize
all training for applied linguistics as aiming at the same target. And once that
is decided (though of course its content will be controversial), then it becomes
much easier to decide what is needed to prepare students aiming at that
target. The advantage of selecting language teaching as the common target is
that this area remains, by far, the career if not the choice of the largest number
of applied linguists. Of course, those with interests other than language teach-
ing or who have a specialized interest in a research area of language teaching
will require further research training, normally at PhD level.

If defining applied linguistics is problematic, is a definition of linguistics
any easier to make? Does it encompass, as some would have it, anything and
everything to do with language? Of course, putting it quite so baldly makes
nonsense of the claim. If linguistics embraces all language behaviors then
literature is part of linguistics. Linguistics may take account of the language of
literary texts, just as it may analyze texts in different domains. But because it
may be appropriate for linguistics to study scientific texts does not mean that
science is part of linguistics. Hubris awaits! Linguistics cannot therefore sens-
ibly be the umbrella for all language activity. What then is the area of its
proper study? It is no doubt for this reason that Kaplan and Grabe comment
on the problem: “the term ‘applied linguistics’ raises fundamental difficulties,
if for no other reason than that it is difficult to decide on what counts as
‘linguistics’. Given these difficulties within linguistics proper, it is perhaps
unfair to expect clean solutions and clear delimitations for defining applied
linguistics’” (Kaplan & Grabe, 2000, pp. 5-6).
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History

A symposium held at the American Association of Applied Linguistics (AAAL)
in St Louis in 2001 considered the history of applied linguistics in four different
countries. Angelis, discussing the USA, proposed a four-fold division of time
over the period since the 1920s. What this division indicates is a gradual move
away from the central focus on linguistics until post 1990 we have what
he terms “the proliferation of language activities with minimal direct ties to
linguistics”. He summarizes this history as follows:

1 Applied Linguistics in North America does have identifiable roots in
linguistics.

2 While North American applied linguistics has evolved over time, in its
orientation and scope, so has North American linguistics.

3 A significant amount of work directed to real-world issues involving lan-
guage can be attributed to leading North American linguists, although not
characterized as applied linguistics.

4 Much of what can now be seen as groundbreaking applied linguistics type
activity was carried out prior to the formal appearance of applied linguistics
or of linguistics as recognized fields of endeavor.

(Angelis, 2001)

In this American tradition of applied linguistics, then, the link between
linguistics and applied linguistics has been very close and there seems little
distinction, if any, between L-A and A-L.

McNamara (2001) points to a different tradition for Australian applied
linguistics. In contrast to both the UK and the USA, Australian applied
linguistics took as its target the applied linguistics of modern languages and
the languages of immigrants, rather than of English; this alongside the consid-
erable work in the applications of linguistics to the development of teaching
materials and writing systems for aboriginal languages. The Australian tradition
of applied linguistics shows a surprisingly strong influence of continental
Europe and of the USA rather than of Britain. English in general came on the
scene rather late, and it was in the context of mother tongue teaching and of
the teaching of English to immigrants (ESL) rather than as a foreign language
(EFL). The mainstream EFL British tradition arrived in Australia only in the
1980s. What has been distinctive about applied linguistics in Australia has
been its concern for language in education, both with regard to new migrant
languages (and linking with language maintenance) and with regard to
literacy in English. In both these areas the role of linguistics (in the sense of
applications of linguistics) has been important, shaped by the work of scholars
such as Michael Halliday and Michael Clyne. The establishment of the
National Languages (and Literacy) Institute of Australia in the early 1990s
brought together as somewhat uneasy bedfellows scholars from both traditions,
those from applied linguistics and those from the applications of linguistics.
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What helped give the Institute a common purpose was its central concern with
language planning.

Davies (2001) argued that the British tradition represented a deliberate attempt
to establish a distinctive applied linguistics which was not linguistics (and
therefore, by implication, not Linguistics-Applied). The British Association of
Applied Linguistics (BAAL) was formally established in 1967, with the following
aims: “the advancement of education by fostering and promoting, by any lawful
charitable means, the study of language use, language acquisition and language
teaching and the fostering of inter-disciplinary collaboration in this study”
(BAAL, 1994). The British tradition is well represented in the Edinburgh Course in
Applied Linguistics (Allen & Corder, 1973-5; Allen & Davies, 1977), which did
not have as a subtitle “in language teaching.” It was largely taken for granted
in the 1960s and 1970s that applied linguistics was about language teaching.

Over the subsequent 30 years it gradually became more likely that those
entering (English) language teaching had already studied aspects of linguistics.
They no longer needed post-experience knowledge about language. Linguis-
tics had become mainstream. That was its success. At the same time applied
linguistics had also been successful. Its dedication to language teaching had
been remarked in other areas of language use, especially institutional language
use, leading to an explosion of applied linguistics training, and methodology.
Thus in the anniversary issue of the Applied Linguistics Association of Australia
(ALAA) newsletter, we read of developments over the past 20 years which
“draw on a greater range of disciplines in our research” (Lewis, 2001, p. 19);
that “applied linguistics is trying to resolve language-based problems that
people encounter in the real world” (Grabe, 2001, p. 25); and that “Applied
Linguistics . . . has undergone a significant broadening of its scope and now
contributes its theoretical perspectives to a range of areas” (Baynham, 2001,
p. 26).

At the same time, a leading publisher in the field, Mouton de Gruyter,
devotes a 45-page brochure to its applied linguistics list. Applied linguistics,
according to this grouping, encompasses: language acquisition (L1 and
L2), psycho/neurolinguistics, language teaching, sociolinguistics, humor
studies, pragmatics, discourse analysis/rhetorics, text/processing/translation,
computational linguistics — machine translation, corpus linguistics, language
control/dialectology.

Rampton (1997, p. 140) argues for an applied linguistics which eschews all
attempts to find a solution. He advocates a cheerful acceptance of the small
and the local:

If in the past in applied linguistics there has been a tendency to attribute special
privileges to the generalist, casting him or her either as the central character, sage
or master of ceremonies, this now seems less relevant. Understood as an open
field of interest in language, in which those inhabiting or just passing through
simply show a common commitment, there is no knowing where, between whom
or on what the most productive discussions will emerge.



8 Alan Davies and Catherine Elder

Rampton’s recipe for applied linguistics takes us to the extreme of
postmodernism, even if unintentionally, since what he proposes suggests that
there is no vocation of applied linguistics, and no expertise, just individuals
working in some loose sort of collaboration.

An Ethical Profession

Applied Linguistics has grown quickly and is now flourishing, with academic
positions, academic departments, international journals, an international
association (Association Internationale de Linguistique Appliquée [AILA]).
With all this apparatus, is it appropriate to refer to applied linguistics as a
profession? The definition of a profession given in Webster’s Ninth Dictionary
(1994) is:

a calling requiring specialized knowledge and often long and intensive prepara-
tion, including instruction in skills and methods, as well as in the scientific,
historical and scholarly principles underlying such skills and methods, maintain-
ing by force of organization or concerted opinion high standards of achievement
and conduct, and committing its members to continued study and to a kind of
work which has for its prime purpose the rendering of a public service.

Unlike “strong” professions, such as medicine and law, applied linguistics
(and other “weak” professions) lack sanctions. As such they do not control
entry nor do they oversee continuing membership or license members to prac-
tice as professionals. However, what they can do is create an ethical milieu
and in this way exercise informal control. They can establish a professional
association, mount training courses leading to degrees and certificates, they
can organize internal discussions, hold conferences and annual meetings of
the national associations, and provide regular publications (such as Applied
Linguistics, the International Review of Applied Linguistics, the Annual Review
of Applied Linguistics, the International Journal of Applied Linguistics). In these
ways, in applied linguistics, consensus can be achieved on what is required to
become a professional applied linguist.

What is more, a “weak” profession can develop an ethical framework, such
as is to be found in a Code of Conduct or Code of Ethics. Increasingly profes-
sions have laid claim to their own professional status by demonstrating their
concern to be ethical. Indeed, House claims, “ethics are the rules or standards
of right conduct or practice, especially the standards of a profession” (1990,
p- 91). BAAL has made clear its own commitment to be ethical by publishing
its Draft Recommendations on Good Practice in Applied Linguistics (1994). Koehn
(1994) considers that what characterizes a profession is that it serves clients
rather than makes a customer-type contract. What the professional offers is
service or duty, to be professional, to act professionally, rather than to be
successful, since success cannot be guaranteed.
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The relativization of all knowledge within postmodernism, as well as the
critique provided by critical applied linguistics (CAL) (Pennycook, 2001)
creates a tension between the desire for an ethics and at the same time a mis-
trust of what may be regarded as the imposition of a universal ethics. Further-
more (and fortunately) a healthy skepticism among practicing applied linguists
makes for quite modest ethical claims, typically “within reason.” In this way
the profession makes clear that it does not claim what cannot be delivered,
thus escaping from the charge of hypocrisy. Of course, there are always ethical
issues to be addressed in the projects undertaken by applied linguistics: Why
is this being undertaken? Who stands to gain? Where does power lie? Interest-
ingly, these are very similar questions to those asked by critical applied
linguistics, which suggests that critical applied linguistics is a postmodern
version of an ethics of applied linguistics.

L-A and A-L

We have distinguished between two traditions, that of applied linguistics and
that of applications of linguistics. Widdowson presents the question in terms
of linguistics applied and applied linguistics:

The differences between these modes of intervention is that in the case of
linguistics applied the assumption is that the problem can be reformulated by the
direct and unilateral application of concepts and terms deriving from linguistic
enquiry itself. That is to say, language problems are amenable to linguistics
solutions. In the case of applied linguistics, intervention is crucially a matter
of mediation . .. applied linguistics . . . has to relate and reconcile different rep-
resentations of reality, including that of linguistics without excluding others.
(Widdowson, 2000, p. 5)

The “linguistics applied” view seems to derive from the coming together of
two traditions:

1 the European philological tradition which was exported to the USA through
scholars such as Roman Jakobson,

2 the North American tradition of linguistic-anthropological field-work which
required the intensive use of non-literate informants and the linguistic
description of indigenous languages for the purposes of cultural analysis.

The social value of applications of linguistics was widely canvassed.
Bloomfield (1933, p. 509) hoped that “The methods and results of linguistics
...[and] the study of language may help us toward the understanding and
control of human affairs.” In the 1970s R. H. Robins, representing the European
tradition, was eager to encourage the use of linguistic ideas and methods:
“The teacher who understands and can make use of the methods of scientific
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linguistics will find the task of presenting a language to his pupils very much
lightened and facilitated” (1971/1980, p. 308). Fifty years after Bloomfield,
Douglas Brown (1987) was still making a similar claim: “Applied linguistics
has been considered a subset of linguistics for several decades, and it has been
interpreted to mean the applications of linguistics principles to certain more or
less practical matters” (p. 147).

This tradition represents the “expert” view of knowledge and scholarship. It
takes for granted that the methods and findings of linguistics are of value to
others to solve their problems. But the applications must be carried out either
by linguists themselves or by those who have understood and can make use
of the methods of scientific linguistics. There is no place here for Corder’s
applied linguist as a consumer of theories, in which linguistics is one among a
number of different source disciplines, let alone for the extreme proposal made
by Widdowson that linguistics is itself part of applied linguistics. Critiques
and counter-critiques in the journals suggest that the opposing traditions have
become more entrenched. Gregg (1990) argues the case for a unitary position
on second language acquisition research, while Ellis (1990) and Tarone (1990)
declare themselves in favor of the variationist position. Ellis contrasts two
models of research, the research-then-theory position, which is essentially
inductive, as against theory-then-research, the mainstream classic tradition,
which is essentially deductive. We may surmise that the theory-then-research
approach is that of linguistics while the research-then-theory is that of applied
linguistics. For Gregg, the research-then-theory approach is not serious
because it is not based on theory.

So much for the linguistics-applied tradition. What of the applied-linguistics
tradition? The two traditions overlap in the work of Henry Sweet. Howatt
claims that “Sweet’s work established an applied tradition in language teach-
ing which has continued uninterruptedly to the present day” (Howatt, 1984,
p- 189). Howatt also refers to the influence of J. R. Firth, holder of the first
Chair of General Linguistics in the UK, who had first-hand experience of
language learning and teaching in India, and who with the anthropologist
Bronislaw Malinowski and their pupil Michael Halliday promoted the notion
of the context of situation. No doubt because of Firth’s lead, the identity of
the context of situation school is still that of linguistics-applied in spite of its
strong social orientation. John Trim records his view of the origin of the British
Association of Applied Linguistics in an address which represents the view
of the linguist looking at society’s problems: “Members of Departments of
Linguistics were present (at the inaugural meeting) because of their wish to
see the findings of their science brought to bear on the social problems of the
day” (1988, p. 9).

The real push to a coherent conception of the activity, an applied linguistics
view, came from Corder who, while insisting on the centrality of linguistics,
accepted the need for other inputs. It came even more strongly from
Peter Strevens who was unashamedly eclectic in what he saw as a growing
discipline. His account of the founding of the British Association for Applied
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Linguistics emphasizes the sociological and institutional reasons for forming a
new professional group.

The fundamental question...facing applied linguists in Britain in 1965 was
whether they were sufficiently like linguists (i.e. theoretical linguists) to remain
within the linguists” organization, or whether they were sufficiently like teachers
of foreign languages, including English, to remain within their organizations, or
whether they were sufficiently different from both to merit an organization of
their own. (Strevens, 1980, p. 31)

What made those inaugural members interested in founding the new BAAL
Association was that they had first-hand experience of the social problems
that linguistic applications were addressing. What they looked to “applied
linguistics” for was a framework for conceptualizing and contemplating those
problems.

This Volume

In preparing this volume, we were struck by the tension between our descript-
ive responsibility — setting out the range of current interpretations of applied
linguistics — and what we may ourselves regard as our normative concern, to
attempt to define applied linguistics as being a coherent and limiting enterprise.
That is how we see applied linguistics. When we planned this volume, we had
in mind the distinction A-L/L-A, where A-L looks outward, beyond language
in an attempt to explain, perhaps even ameliorate social problems, while L-A
looks inward, concerned not to solve language problems “in the real world”
but to explicate and test theories about language itself. So L-A uses language
data to develop our linguistic knowledge about language, while A-L studies a
language problem (an aphasia, let us say, or a speech impediment, such as a
speech therapist studies) with a view to correcting it. The difference is large
but, we must admit, not always clear-cut. In our set-up letter for the volume
we declared our hand as follows:

Applied Linguistics is, in our view, a coherent activity which theorizes through
speculative and empirical investigations real-world problems in which language
is a central issue. By careful selection of topic (and of author) we intend to
offer a coherent account of applied linguistics as an independent and coherent
discipline, which, like similar vocational activities (for example general medicine,
business studies, applied psychology, legal studies) seeks to marry practical
experience and theoretical understanding of language development and language
in use.

We distinguish linguistics and applied linguistics in terms of difference of
orientation. While linguistics is primarily concerned with language in itself and
with language problems in so far as they provide evidence for better language
description or for teaching a linguistic theory, applied linguistics is interested in
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language problems for what they reveal about the role of language in people’s
daily lives and whether intervention is either possible or desirable. What this
means is that applied linguistics is as much concerned with context as with
language and will therefore be likely to draw on disciplines other than lin-
guistics, for example, anthropology, education, psychology. It also means that
the language problems with which applied linguistics concerns itself are
often concerned with institutions, for example the school, the work-place, the
law-court, the clinic.

So much for our invitation position 3 years ago. With the due passage of
time since that letter, our experience with assembling and categorizing the 32
contributory chapters to the volume has tempered our view somewhat. What
we have been compelled to realize is that the L-A/A-L distinction is sustain-
able only at the extremes. Thus the chapters on language attrition or language
description may be regarded as largely L-A, while the concerns of second
language learning or of computer assisted language learning are mainly to do
with A-L. But in between the distinction is hard to make. It is probably easiest
for those topics in A-L which deal with issues of language learning and
language teaching because they have to do with the “real world,” that locution
we all refer to when we think of how language is used rather than how it is
studied. However, even in the area of language learning and language teaching
the distinction falters and changes. Thus the topics of contrastive analysis and
error analysis, which were both central to applied linguistics in its concern
with language learning and language teaching, have evolved into the highly
theoretical concern of Second Language Acquisition (SLA) Research which
is now less involved with language learning and language teaching and
more concerned with linguistic and cognitive theorizing (see Birdsong, and
Rajagopalan, this volume).

To an extent this reflects a wider development in the last 40 or 50 years.
Thus contrastive analysis and error analysis have morphed into SLA research
not only because researchers working in error analysis and contrastive ana-
lysis have become more and more interested in (and successful through)
theoretical approaches to language acquisition, but also because researchers
with a training and a background in theoretical linguistics have extended their
data base to take account of language in use (in that “real world”). There are
perhaps two reasons for this. The first reflects a wider philosophical shift from
a rational, realist, universalist persuasion to a nominalist, relativist point of
view. This, of course, is not a new view of language, simply a return to fashion
of the interest in individual languages and in language varieties that was in
abeyance during the long years of Chomskyan dominance. The second reason
is the emergence of tools and methods for collecting and analyzing “real-
world” language events, from the tape-recorder to the computer, with the
concomitant development of, for example, Conversation Analysis and corpus
linguistics and lexicography. And so, that gap between a linguistics concerned
solely with an idealized language and an applied linguistics, which took as its
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concern not just language learning and language teaching but all areas of
language in use, has become increasingly filled by those trained in linguistics,
who take for granted that their proper study is language use (in the “real
world”) and that it is legitimate to have a dual concern for their data, a
concern with the “problems” they encounter and a concern with the theory
they employ, using their data to test the theory.

Is there, then, still a distinction between L-A and A-L? Our answer is that
there is but that it cannot easily be found in the topics of interest. Rather, it is
found in the orientation of the researchers, and why they are investigating a
problem and collecting their data. Do they regard themselves as linguists
applying linguistics or as applied linguists doing applied linguistics? Are they
investigating because they wish to validate a theory? If so, that is L-A. Or is it
because they seek a practical answer to a language problem? That is A-L. We
do, of course, recognize that in some, perhaps many, cases the researcher will
have both interests at heart.

We have therefore decided to make two divisions in this volume. The first is
that of linguistics-applied; the second that of applied-linguistics. Having said
that, we accept that the division is not safe and is in some cases problematic.
For example, the chapters on discourse analysis; stylistics; language, culture,
and thought: these, now in L-A, as well as others, could just as easily have
been placed in the other category. It is revealing that when pressed as to why
the chapters on language planning and language maintenance (to take two
examples) are in A-L, we lean on the centrality to A-L of language learning
and language teaching, taking for granted that language planning and lan-
guage maintenance are largely concerned with intervention. In the cases of
stylistics and of language, culture, and thought, our decision to place them in
L-A was based on a judgment that their primary concern is with language; but
that judgment could easily have gone the other way because of their import-
ance in language learning and language teaching.
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Introduction to Part I:
Linguistics Applied (L-A)

ALAN DAVIES

We have argued in our general introduction that while the distinction between
Linguistics Applied (L-A) and Applied Linguistics (A-L) is fugitive, it remains
necessary and that it is at its most obvious in the orientation of the researchers,
why they are investigating a problem and collecting their data. If they regard
themselves as linguists applying linguistics because they wish to validate a
theory, that is linguistics applied (L-A). If they see themselves as applied
linguists because they seek a practical answer to a language problem, that is
applied linguistics (A-L). Having made that distinction, we offered the caveat:
“We do, of course, recognize that in some, perhaps many, cases the researcher
will have both interests at heart.” We should also point out that the orientation
of the researchers, how they regard themselves, what it is they wish to achieve,
is not always obvious. Even when asked, researchers may not be clear.

The L-A chapters that follow in Part I present a tendency, a tendency
toward the investigation of language using linguistic or other modes of invest-
igation. What I propose to do is to group the 16 chapters in Part I into six
sections; the sections themselves providing a cline from closest to the lin-
guistics of language to the more distant connection. Thus in Section 1 we have
the Liddicoat and Curnow chapter (on descriptive linguistics) which offers a
descriptive apparatus for the linguistic areas of grammar and phonology. Such
a chapter could with ease fit into a handbook dealing with linguistic descrip-
tions. No problem there! The border between L-A and A-L is not marked
and just as A-L needs linguistics, so too L-A requires a means of handling
its application. Also in Section 1 is the Kirkness chapter on lexicography. The
purpose of the Liddicoat and Curnow chapter is “to introduce applied
linguists to the broad themes and general concepts with which linguists work
in developing descriptive accounts of language”. Applied linguists, they
argue, need “a certain level of familiarity with the principles of linguistics” so
that “the work of applied linguistics can be carried out in an informed and
principled way” For Liddicoat and Curnow linguistics is system and while
this may not be the driving force in applied linguistics, applied linguists must
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come to grips with language as a system since “linguistic and language de-
scription is basic to applied linguists” work”. To that end, Liddicoat and Curnow
provide an introduction to phonetics/phonology, grammar, and semantics.

Their chapter therefore is linguistics for applied linguists and as such very
much at the linguistic end of L-A. In his chapter on lexicography, Alan Kirkness
is similarly more linguistic than applied. Even so, as he points out, lexicology
operates at the level of particular languages and while, in doing so, it makes
use of linguistic procedures and constructs, it is powerfully concerned with
the uses made of lexical research. Kirkness maintains that there is and always
has been at the heart of lexicology an interest in application. Most particularly
in dictionary making for various purposes. And he ends with a compelling
plea for a close link between lexicology and lexicography, between the the-
oretical and the practical, between the linguistic and the applied. What that
means is that lexicology belongs, in our terms, to L-A and, within L-A stands
at the linguistic end of that approach.

Section 2 consists of chapters that investigate language in terms of the uses
that are made of it. For David Birdsong, second langauge acquisition (SLA,
or, as he puts it, L2A) is “a central concern of Applied Linguistics (or more
precisely . . . of Linguistics Applied)”. Such a view is orthodox among SLA
researchers: for them (as for Birdsong), the purpose of SLA research is to
further our linguistic understanding, not to develop more effective ways of
learning and teaching languages. Of course, such spin-offs may follow, but
they would be incidental to the role they envision for SLA research, to model
and promote our understanding of language and its acquisition. Birdsong's
take on the topic is not mainstream in that instead of the more usual account
of initial SLA, he discusses “the end state” or “ultimate attainment.” He
reminds us that “ultimate attainment data are invaluable for ongoing main-
stream research in L2A theory, in that they afford unique perspectives on the
limits of L2A . . . Clearly, for educators and social-policy makers, as well as for
theorists, it is of compelling interest to know more about the rate of native-like
attainment”. Such an approach could illumine “the most basic issue on L2A
research . .. whether the difference in ends (i.e. final states) implies different
means (i.e. learning procedures). As well as the L2-L1 comparison, Birdsong
addresses the age factor in SLA. While his orientation is very obviously L-A, it
is all too clear that his interest in the basic issues of L1-L2 and of age of
acquisition are also of central interest to A-L.

For Mike Stubbs, the advent of computerized corpora provides a kind of
paradigm shift in linguistic description and in our understanding of language
and its development over time. What corpus study does is to bring together as
parameters (and therefore unfalsifiable) populations of language tokens across
individuals. In other words, what linguistics has always done manually and
partially. For our purposes, then, corpus study necessarily falls into the L-A
area: “no linguist” Stubbs claims “can now ignore corpus data”. But does
corpus study do more, does it have any applied reach? For Stubbs there are
areas of application: he mentions language teaching, lexicography, translation
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studies, stylistics, forensic linguistics, cultural representation, and psycho-
linguistics. But his claims are modest. While he is unapologetic regarding the
value of corpus study for linguistic descriptions (he calls himself an enthusiast
here), he offers a conservative view of applications “arguing that applications
are indirect, and that before findings can be applied to real-world problems,
they require careful interpretation”. What we can be sure of is that corpus
studies, like lexicography, like discourse analysis, are good for linguistics. Are
they good for applied linguistics?

Trappes-Lomax reminds us that discourse analysis is practiced by scholars
in many disciplines and not only by those working in linguistics and applied
linguistics. The “linguistic turn” in the social sciences has largely been about
this continuing interest in discourse analysis, which recognizes the value of
non-experimental and non-quantitative methods in managing evidence.
Trappes-Lomax takes us through the five areas he terms “focal issues” in
discourse analysis: these are interaction, context, function, instrumentalities,
and text. He defines discourse analysis as “the study of language viewed
communicatively and/or of communication viewed linguistically”. Such a wide
lens may be too generous since it can be seen as inflating the claim to our
attention of discourse analysis by equating it with applied linguistics. There is
a warning here. As with SLA (and indeed critical applied linguistics), the
excitement and enthusiasm for the research interest may encourage inflation
in the value of the research such that then applied linguistics becomes wholly
SLA or CAL, or, in this case discourse analysis. But what cannot be denied is
Trappes-Lomax’s claim that discourse analysis is necessary “to our under-
standing of language, of society, and of ourselves as human beings . .. it is
useful — in an ever expanding range of practical and socially beneficial act-
ivities ... (and) it is . . . endlessly interesting”.

One of the ways in which linguistic theory can be applied to language
problems is by differing ways of linguistic description: we saw that in Sec-
tion 1, particularly with the Liddicoat and Curnow chapter which provides
a methodology for description at a level more abstract than an individual
language. Thus the writing of a grammar of English (or of Japanese) would be
a way of describing language at a somewhat less abstract level. The chapter by
Sutton-Spence and Woll therefore belongs here since it concerns the descrip-
tion of a particular language, in this case British Sign Language (BSL), and
what the chapter discusses is how linguistic procedures and methods can be
implemented in order to establish a description of BSL. For Sutton-Spence and
Woll, BSL is a minority language; but so of course are many oral languages.
It is British (as is English, as are the Celtic languages . . .), it has its own speech
community, again like all oral languages, but uniquely it is a visual language.
In other words, for Sutton-Spence and Woll, BSL is fundamentally a language:
the fact that it uses visemes rather than phonemes is, in a profound sense,
trivial.

In Section 3 we examine approaches that uncover the connections between
speakers and their language, thus Giles and Billings, Schmid and de Bot,
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Kramsch, and Gardner. In their chapter ASSESSING LANGUAGE ATTITUDES:
SPEAKER EVALUATION sSTUDIES, Giles and Billings explore the interaction
between language, communications, and social judgments, recognizing, as they
do, that “the effects of language on social judgment is an integral part of
uncovering the communication process”. What speakers use language for, in
other words, is to make judgments about their interlocutors: the fact that social
judgments are often stereotypical emphasizes that it is a language rather than
a linguistic evaluation that is being made.

Schmid and de Bot examine in their chapter various approaches to the study
of language attrition, pointing out that just as languages are gained/acquired
so they are lost: they investigate the phenomenon of loss at the individual and
the community level, noting that languages are lost both deliberately and
non-deliberately, through migration, contact, aging, and trauma. How far lan-
guage attrition and SLA are mirror images remains an intriguing question. For
our purposes, what Schmid and deBot (like Giles and Billings) are centrally
concerned with is the ways in which speakers relate to their (and others’)
language.

As well as viewing language as a resource and/or commodity, as Schmid
and de Bot do, we can also regard it as both vehicle and simulation of thought
and culture. This is the concern of Claire Kramsch in her chapter LANGUAGE,
THOUGHT, AND CULTURE. Kramsch traces the progress of applied linguistics
from its universalist certainty in the 1950s and 1960s through to its more
questioning, context-sensitive relativism of today. She takes three areas to
demonstrate this shift in linguistics: semantic relativism, linguistic relativism,
and discursive relativism and then maintains that this shift has followed on,
lagging behind, in applied linguistics. This has, she maintains, affected the
orientation of speakers to their language above all in language education:
“language relativity suggests reorienting the focus of language teachers from
what they do to who they are”.

Gardner’s chapter on conversation analysis (CA) provides another take on
the ways in which speakers use language: as we have seen, they form attitudes
toward it, they view it as part culture and part culture bearing, and they lose
it. In all cases, what the analyst is doing is focusing on the interaction between
the speaker and the language. Here too in Gardner’s account of conversation
analysis we see a similar focusing. Gardner shows how CA borrowed
three basic themes from ethnomethodology: accountability, reflexivity, and
indexicality. As well as being grammatical and appropriate, speakers are
accountable, reflexive, and indexical for the purpose of effective interaction.
And it is these themes that CA studies, what Gardner refers to as “the
complexities, local design and quiddity of instances of talk”, in other words,
how language is used to create language meanings. To what extent the
systematic use of conversation should take account of “local design and quiddity
of instances” remains unclear. Gardner appears not to take the Kramsch view,
and concludes that “ordinary conversation is likely, at least in many of its
instances, to be universal”.
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In Section 4 we place three chapters that concern various functional uses of
language: LANGUAGE AND THE LAW, LANGUAGE AND GENDER, and STYLISTICS.
In all three cases, while the traffic is both ways, what seems primary is the
light thrown by these functions on the language itself. What distinguishes
Section 4 from Section 3 is that while Section 3 deals with applied linguistics in
terms of language, Section 4 concerns applied linguistics in terms of language
use. Gibbons, writing on language and the law (also termed “forensic
linguistics”) proposes that the law is an applied linguistic issue because the
law (unlike, say, medicine) is based on and mediated through language. His
chapter examines four sources of the problems that arise: the “genre” issue
(“the specialized text structure and procedures used in the law”), the
“writtenness” of legal documents (that is, that they are accessible only through
reading), the “technicality” of legal discourse (rendering its understanding
inaccessible to non-lawyers), and the “interpersonal arena” (given the power
imbalance in legal processes). Gibbons presents legal language as a type of
code: making that code accessible to those in need (“people who cannot
understand the legislation impacting on their lives, witnesses whose testimony
is distorted by linguistic pressure tactics, minorities whose language cannot
be used or who are subjected to group vilification, or the guilty or innocent
convicted by language evidence” is a proper task for L-A.

Susan Ehrlich (LANGUAGE AND GENDER) maintains that people do gender
through the linguistic choices they make. Gendered language is therefore a
(deliberate) choice made by speakers. In the same way that lawyers construct
their legal identity through language, so do men and women construct their
(gendered) identity through linguistic practices. Interestingly, Ehrlich makes a
convincing case for bringing together the two main areas of language and
gender research: the study of language use and the study of sexist language.
Her argument is that the one is the product of the other, that sexism is an act
(doing things with words) with outcomes affecting identity and judgments.
This is a relativist neo-Whorfian view and fits well with the Kramsch discussion
above on language, thought, and culture.

McRae and Clark recognize that stylistics “has proved notoriously difficult
to define, since it functions as an umbrella term”. For our purposes, what is of
interest in stylistics is its concern with a particular language use (its textness,
originally entirely literary, more recently quite general). We might think that
stylistics would make a more powerful impact if it was still wholly concerned
with literary texts. Even more than language and the law, stylistics is language
bound. The authors explain how valuable stylistics can be in the teaching of
literature as a foreign language, hardly surprising given the long centuries
during which literature featured as a main (perhaps the main) component of
language teaching. What this chapter does is to make a case for stylistics as a
way of applying linguistics to the educational study and understanding of
(literary) texts.

Section 5 contains two chapters dealing with the influence of language in
external affairs, notably in politics. Thus Joseph proposes that “the study of
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language and politics is aimed at understanding the role of linguistic com-
munication in the functioning of social units, and how this role shapes language
itself”. Language influences the political; equally the political influences
language. In the case of language and the law, language is the medium of the
law; here, in the case of language and politics, language is substance as well as
medium. One of the examples Joseph quotes is that of the globalization of
English as an instrument of linguistic imperialism. It is this topic of the spread
of English (here called world Englishes) that Kingsley Bolton addresses in
his chapter. Bolton helpfully points to the dilemma of applied linguistics in
approaching the fact of World Englishes where “considerable problems for
applied linguistics still exist in the area of pedagogical principles and practices.
He refers to local attitudes and official practices, noting that the way ahead
may require “new and creative approaches” which might mean the reorientation
of the whole concept of World Englishes from its current L-A status to one
that is more A-L.

The last section (Section 6) in this part of the volume has only one chapter.
Kanavillil Rajagopalan’s THE PHILOSOPHY OF APPLIED LINGUISTICS. His chapter
exercises a Janus-like function in the volume, looking back at L-A and forward
to A-L. This encompassing embrace is provided by Rajagopalan’s historical
overview, an account both of periods and ideas. The chapter charts the begin-
nings in the mid twentieth century when linguistics was the driving force in
applied linguistics, through the Chomskyan revolution (bringing with it the
long-term emphasis on SLA research and what Rajagopalan calls “the apothe-
osis of the native speaker”). And so to the sunny uplands of interdisciplinarity
where L-A yields to A-L, the underlying topic of our Part II. The story does
not end on those uplands, as Rajagopalan makes clear, but moves on to a
putative post-A-L, which is what critical applied linguistics claims to be. It is
not accidental therefore that the last chapter in our Part II (A-L) and in the
volume deals with critical applied linguistics. That is for later. We turn now to
the 16 chapters in Part I, the L-A approach to applied linguistics.



1 Language Descriptions

ANTHONY J. LIDDICOAT AND
TIMOTHY J. CURNOW

1.1 Introduction

The importance of language description in applied linguistics has sometimes
been questioned (e.g. by Widdowson, 1979, 1980) because of a perception that
the theoretical insights of descriptive linguistics are different from the prac-
tical needs of language pedagogy. Linguistics has increasingly separated itself
from a prescriptive view of language, which formulates rules for what should
be said or written, in favor of a descriptive view, which seeks to record the
language which people actually use. Contemporary language description, there-
fore, takes a synchronic approach, that is, language is described as it is at
a particular moment in time and does not incorporate the history of the
language (diachrony), although languages do of course change over time.

The descriptive view has led linguists to new insights about language and
new ways of talking about and defining units of language. However, in many
cases applied linguistics has required a prescriptive grammar recognizing that
language teaching is frequently a case of teaching what should be done (Odlin,
1994). In other words, pedagogical grammar has been equated with prescript-
ive grammar. Pedagogical grammars have tended to adhere to the concepts
and terminology of traditional grammar, based on the linguistic categories
found in Latin and Ancient Greek, and, especially in the case of first language
teaching, often have had a diachronic perspective, favoring rules based on
earlier forms of the language. Recently, however, especially with the introduc-
tion of corpus-based materials into language classrooms, pedagogical grammar
has taken on a more descriptive focus, with learners being required to deduce
rules from linguistic data (cf. Tomlin, 1994; Kennedy & Miceli, 2001).

At the same time, applied linguistics itself is not entirely a pedagogy-
focused discipline and many areas of applied linguistics have pursued language
description as a central feature of their work. This is especially true of first and
second language acquisition, where much work has been done on the descrip-
tion of learner grammars. Moreover, language standardization and vernacular
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language literacy have both faced the challenges involved in bridging the
divide between description and prescription and the development of ped-
agogical grammars from language descriptions.

Applied linguistics is focused on language, and while many applied
linguists are not directly involved with language description, knowledge of
the approaches and concepts of linguistic description is an important part of
the working knowledge of any applied linguist (cf. Stubbs, 1986). In this chapter,
we aim to give a brief overview of the main dimensions of linguistic description
and the key concepts involved. The terms we use here are generally accepted,
however particular theories may use different terms or define these terms in
slightly different ways.

Descriptions of language are often divided into a number of categories and
each of these categories has its own principles, concepts, and objects of study.
For this paper we have separated language description into the study of the
sounds of language (phonetics and phonology), language structures (morpho-
logy, syntax, and information structure), and meaning (semantics).

1.2 Phonetics

Most languages are transmitted by sounds and one of the most obvious differ-
ences between languages is that they sound different. The study of the sounds
that human beings make in their languages is known as phonetics. While sign
languages, such as British Sign Language and American Sign Language, are
clearly not transmitted by sound, there are units in sign languages which cor-
respond to phonetics and phonology, but these will not be discussed here (other
areas of language description apply equally to spoken and sign languages).

1.2.1 Transcribing sounds

We are used to the idea of representing language in writing; however, conven-
tional writing systems are not adequate to represent sounds. We need only
consider the problems inherent in English spellings such as cough, dough, and
through or the different pronunciations of words in US and UK English to see
the problems involved in using conventional spellings to represent sounds:
the sounds of a language are not the same as the letters of a language even in
languages with much less irregularity than English. To overcome the deficien-
cies of conventional spellings, linguists use a phonetic alphabet such as the
International Phonetic Alphabet (IPA) to represent sounds. IPA has over 100
symbols each representing different possible sounds. Phonetic transcriptions
are usually written between square brackets.

In transcribing language we can use either a narrow transcription or a broad
transcription. A narrow transcription contains as much information as possible
and records very minor differences between sounds, while a broad transcrip-
tion contains less information and records only some differences between
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sounds. For example, a broad transcription of the word pea might capture the
fact that it has two main sounds [pil, a narrower transcription might show that
the consonant is actually unvoiced and aspirated and the vowel is long [p"i:].
A very narrow transcription might include features of voice quality. Narrow
transcriptions are very important in areas such as speech pathology or forensic
phonetics where minor differences between sounds are important, but in most
cases broad transcriptions are adequate for describing languages.

1.2.2 The sounds of language

The core of phonetics is to identify the characteristics of the sounds which
human beings can use in language. Sounds can basically be divided into two
types: vowels and consonants. Vowels are produced by altering the shape of
the vocal tract by the positioning of the tongue and lips. Consonants are sounds
which are produced by a partial or complete constriction of the vocal tract.

1.2.2.1 Vouwels

Vowels are usually described by reference to five criteria, and these are
adequate as a basic point of reference, although some vowel sounds require
more specification:

the height reached by the highest point of the tongue (high, mid, low),
the part of the tongue which is raised (front, center, back),

the shape formed by the lips (unrounded or spread, rounded),

the position of the soft palate (raised for oral vowels, lowered for nasal
vowels),

5 the duration of the vowel (short, long).

= W N -

Using these features, linguists have constructed a set of standard reference
points for describing vowels. These are called the cardinal vowels and are
usually shown on a schematized representation of the mouth, as in Figure 1.1.
In this diagram, the first vowel of each pair is rounded, the second unrounded,
and all vowels are short. To show a long vowel, the symbol [:] is written after
the vowel. The cardinal vowels are not all of the vowels found in human
languages and some, such as [], are not even very common. There are many
intermediate vowel sounds which fall between the cardinal vowel points, as
we can see if we look at the vowel chart for English in Figure 1.2.

English vowels are usually oral. In French, there is a regular series of nasal
vowels, that is, vowels which are produced by passing air through the nasal
cavity by lowering the soft palate, shown by the symbol [ ] written over the
vowel. The nasal vowels of French are [a] vent ‘wind’, [&] pain ‘bread’, [3] pont
‘bridge’ and for some speakers [&] un ‘one’. Another feature of English is that
front vowels are unrounded and back vowels are rounded, but this is not true
of all languages. French, for example, has a series of front rounded vowels:
[y] tu ‘you’, [o] peu ‘few” and [ce] peur ‘fear’.
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front central back

high

Figure 1.1 Cardinal vowels

front central
high
Symbol Example Symbol Example Symbol Example
i bead [bi:d] + pieces [piisiz] u food [fu:d]
I bid [bid] ) about [sbauvt] & put [pot]
€ bed [bed] 3 were [w3:] ) port [pa:t]
ES bad [bad] e but [bet] D pot [pot]
a part [pa:t]

Figure 1.2 English vowels (southern British variety)

In some languages vowels may be voiceless, that is, they are made without
vibrating the vocal cords. This is shown by the symbol [ ] written under the
vowel, as in Japanese hito ‘person’ [¢ito], suki ‘like” [suki].

1.2.2.2 Diphthongs
Diphthongs are vowels in which the tongue starts in one position and moves
to another. Diphthongs are very common in English:
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tile [ta1l] tail [teil] comb [kovm] shout [favt]
toy [toi]  hair [hea] here [his] tour [tua]

It is possible to have vowel sounds in which the tongue moves to more than
one additional position during articulation. Some varieties of English in the
UK, Australia, and New Zealand have triphthongs with three different tongue
positions, for example:

fire [fata]  hour [ava]

1.2.2.3 Consonants
Consonant sounds have three basic features in their articulation: place of
articulation, manner of articulation, and voicing.

Place of articulation refers to where in the vocal tract the constriction is
made using the tongue or other parts of the mouth. The most commonly used
places of articulation are shown in Table 1.1. Manner of articulation refers to
how the constriction is produced. The most common manners of articulation
are shown in Table 1.2.

When air is passed through the larynx, the vocal cords may either be spread
or drawn together. When the vocal cords are drawn together they create a
vibration and sounds made with such a vibration are called voiced sounds
(e.g. English z, v), while sounds made with spread vocal cords are called
voiceless (e.g. English s, f). In reality the situation is a bit more complex than a
simple distinction between voiced and voiceless consonants, especially in the

Table 1.1 Places of articulation for consonants

Place of Articulators Examples

articulation

Bilabials Both lips English p, b, m

Labio-dental Upper teeth and the lower lip English f, v

Dental Upper teeth and tongue French ¢, d
Interdental Tongue between the teeth English th

Alveolar Tongue and the alveolar ridge English ¢, d

(the bony ridge just behind the
upper teeth)

Postalveolar Tongue and the front edge of English sh, r in some
the hard palate varieties

Palatal Tongue and the hard palate Italian gn, gl, English y

Velar Tongue and the soft palate English k, g, ng

Uvular Tongue and the uvula French r

Pharyngeal Pharynx wall Arabic ¢

Glottal Glottis (vocal folds) English /i, Samoan’
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Table 1.2 Manner of articulation for consonants

Manner of Type of constriction Examples
articulation
Stop Complete blockage of air flow English b, d, g
Fricative Turbulent airflow produced by English f, s
forcing air through a narrow
aperture
Approximant Partial constriction of airflow, English [, w, y
but without turbulence
Affricate Blockage of airstream with a English ch, j
delayed release of the block
creating turbulence
Nasal Blocking of the oral cavity to English m, n, ng
force air through the nasal cavity
Lateral Air flows around the sides of English [
the tongue
Trill Repeated interruption of the Spanish rr, Italian r
airflow as the result of an
articulator vibrating
Flap or tap Very brief blockage of the airflow Spanish r, Japanese r

case of stops. When a stop is produced, it is possible that voicing will occur
throughout the articulation of the stop (voiced), at the moment that the blockage
of the airflow is released (unvoiced) or after the moment of release (aspirated).
This is known as voice onset time. In some languages such as Khmer, all three
voicing contrasts are found: e.g., baang /ba:in/ ‘older sibling’, paang/pa:n/ ‘to
expect’, phaang /pain/ ‘too’. English makes a distinction between aspirated
and unaspirated stops only, while French distinguishes between voiced
and unvoiced stops. The IPA symbols for the main consonants are given in
Table 1.3. In addition, in some languages consonants may be long or short:
e.g., Italian notte ‘nights’, note ‘notes’. This is in IPA shown by reduplicating
the consonant: [notte], [note].

1.2.2.4 Suprasegmentals
Individual sounds are considered to be discrete segments, however some of
the sound properties of languages extend over more than one segment. These
are known as suprasegmentals and include stress, pitch, and tone. Stress, tone,
and pitch are assigned to syllables or even longer combinations of sounds
rather than to individual sounds.

Stress refers to the prominence of a particular syllable in a word, usually the
result of a difference in the loudness, pitch, and/or duration. For example, the



Table 1.3 IPA consonant symbols

Bilabial Labiodental Interdental Dental Postalveolar
-vc +vc -vc +vc -vc +vc

Stop p b t d d t d
Fricative i) B S z z s 7.3

lateral B
Nasal m n n n
Affricate pd bf ts dz dz tsf  dzds
Approximant w 1 1

lateral 1 1 1
Trill r
Tap/Flap c T

Palatal Pharyngeal
-ve +vc -vc +vc

Stop c }
Fricative C h -

lateral
Nasal n
Affricate
Approximant j

lateral A
Trill

Tap/Flap
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underlined syllables of the English words develop [d1'velop], language ['leengwids]
and about [s'baut] have greater prominence than the other syllables. These
underlined syllables are stressed (shown with ['] before the syllable in IPA
transcription) and the less prominent ones are unstressed. In English, unstressed
syllables are often reduced, as in about, where the unstressed vowel is pro-
nounced as [3]. Longer words may have a secondary stress, a syllable with more
prominence than an unstressed syllable, but less prominence than a stressed
syllable, as in the underlined syllables of controversial [ k"ont"ra'va:f1] and
misdemeanour [ misda'miina]. Secondary stress is marked by [,]before the syllable.
Tone is a particular pitch which is assigned to the articulation of a syllable.
In tone languages such as Mandarin Chinese these changes of pitch serve to
distinguish individual words. In Mandarin there are four different tones:

high level ma ‘mother’

rising ma ‘hemp’
falling ma ‘scold’
fall-rise ma ‘horse’

Some languages have a larger number of tones. For example, Thai has five
tones and Cantonese has nine tones.

In some languages, known as pitch accent languages, pitch works in a slightly
different way. In these languages, there are commonly two pitches — high (H)
and low (L) — either of which is assigned to an individual syllable. In poly-
syllabic words, the pitch may vary across the word. This can be seen in the
following Japanese words:

HL kaki ‘oyster’
LH kaki ‘fence’

Stress and pitch may also be assigned to larger units of language, such as
sentences, in which case we talk about sentence stress and intonation
(Cruttenden, 1997). English uses both of these. Sentence stress involves giving
additional prominence to a particular lexical item in the sentence. For example
compare (1) and (1'):

(1) I believe John said it.
(1”) 1 believe John said it.

In each of these sentences, each word has its own particular stress assignment,
but one particular word (underlined) has a greater prominence assigned to it
than other stressed syllables and the sentence stress has an effect on how the
sentence will be interpreted. In some cases, sentence stress may be assigned to
syllables which do not receive word stress as in:

(2) Forty girls and fourteen boys.
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Intonation refers to a change in a pitch contour across the duration of a
sentence, or other large unit of language. One very obvious use of intonation
found in many languages is to use a falling pitch contour for declarative
utterances and a rising pitch contour for yes/no questions, as in:

(3)  You know how to get there.
(3") You know how to get there?

1.3 Phonology: Speech Sounds as a System

No language has all the speech sounds possible in human languages; each
language contains a selection of the possible human speech sounds. As such
each language has its own pattern of sounds. This study of sound patterns is
known as phonology and the speech sounds are known as phonemes. The
focus of phonology is to determine the ways in which speech sounds form
meaningful systems within languages.

The essential property of phonemes is that they contrast with each other.
For example, we can tell that the sounds [f] and [v] represent two phonemes
in English because they contrast in words like fine and vine, which differ only
in terms of the voicing of the initial fricative but which have very different
meanings. Two words that contrast in meaning and have only one different
sound are known as minimal pairs. The following are minimal pairs in English
(we transcribe phonemes using slashes / /):

bat — vat /b/ = /v/
bat — pat /b/ —/p/
pat — fat /p/ —/t/
hid — heed /1/ - /i/
hid - head /1/ - /¢/
head — had /e/ - /=/

Where many words contrast by replacing one phoneme we call this a minimal
series, as in:

hid - heed - head — had — hard — hod — hoard — hood — who’d
/1/ - /i/ -/e/ - /e/-/a/ - /v/-/>/—-/0/ - /u/

When we examine the possible minimal pairs and minimal series in a
language, we can determine the phonemic inventory in that language: that is
the speech sounds which make up the system of that language. The phonemic
inventories of languages differ greatly. Some are quite large and others are
quite small (see Table 1.4).

If we examine the words of a language closely, we discover that a single
phoneme can have a range of different pronunciations. For example, consider
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Table 1.4 Phonemic inventories in four languages

Vowels Consonants

Hawai’ian ieaou pk?
mnu
whl

English irteeasaszinpovue pbtdgk

(Southern British) al el au Oi OU 19 €3 UD fvodsz[3h

mnu
L]
wlrj
ieaouye pbtdkg
€430 fvsz[3r
mn n
wlj

Warlbiri (Australia) iau bddjg
mnnny
I1lxr
wy

French

the following English words (note that [1] and [n] indicate a voiceless [1]
and [n]):

/p/ pin [phm] spin [spin]
/1/ leap [litp] sleep [sliip]
/n/  knees [niiz] sneeze [sniiz]
/h/  who [hu] huge [gju:ds]

In each pair of words, the sound is phonetically different because of the
different environment (e.g. /p/ is [p"] initially but [p] after /s/), but the
sounds are still perceived by speakers of English as the same phoneme as
there is no meaningful contrast between the sounds, and substituting one for
another would not produce a different word, just an unusual pronunciation of
the same word. Where two or more sounds represent the same underlying
phoneme we call these allophones. It is possible for two languages to have the
same sounds but to treat them differently in their phonological system. For
example, English and Spanish both have the sounds [d] and [d], however in
English these are two different phonemes (those [0ouz] = /dovz/ and doze
[douz] = /douz/) while in Spanish they are allophones of the same phoneme:
[d] occurs at the beginning of words and after consonants and [0] occurs
between vowels (Dios ‘God’ [dios] = /dids/ and adids ‘good-bye’ [adids] =
/adids/).
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1.3.1 Phonotactics

Just as languages have different phonemic inventories and different allophones,
they also have different possibilities for combining sounds into syllables, or
different phonotactics. Syllables are phonological units consisting of one or
more sounds and are made up of a nucleus (the core of the syllable made up
of a highly sonorous segment, usually a vowel), with possibly an onset (a
less sonorous segment preceding the nucleus) and/or a coda (a less sonorous
segment following the nucleus). The nucleus and coda together are known as
the rhyme.

We can see an example of a syllable with all three parts in the English word
hat which is made up of a single consonant (C) followed by a vowel (V) and
then another consonant (C):

onset nucleus coda
C A% C
hat /heaet/

All syllables must have a nucleus. Some languages do not allow syllables to
have a coda, e.g. Samoan. Other languages allow for more complex syllables
with consonant clusters in the onset and possibly in the coda (Blevins, 1995).
English allows for quite complex syllables as in:

onset nucleus coda
CCcC \Y CCcC
strengths /str e nOs/

Languages also have phonotactic constraints on what can occur in a parti-
cular position in a syllable. For example, English does allow for CCC onsets,
but not any three consonants can occur in this position: /tkf/ would not be
possible as the beginning of an English syllable. Different languages have
different constraints. Some languages allow for some consonants to be nuclei,
e.g. Cantonese mh /m/ 'mot’, ngh /f/ ‘five’. Other languages restrict
what can occur in the coda, e.g. Mandarin Chinese allows only /n/ and /n/.
Spanish does not allow /s/ + C clusters in onsets and so words borrowed
from English add a vowel to the beginning to change the syllable structure,
e.g. estrés ‘stress’. Some languages allow a much larger range of consonant
clusters in onsets, e.g. German schwach /[vax/ ‘weak’, strafie /ftraisa/ ‘street’,
French pneu /pno/ ‘tyre’.
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1.4 Morphology

Morphology deals with the way in which words are made up of morphemes,
the smallest meaningful units of language. If we take a word such as untied,
it is clear that this word consists of three smaller meaningful pieces, three
morphemes: the root tie, the prefix un- and the suffix -d.

Morphemes can be divided up into various crosscutting categories. Mor-
phemes can be lexical like tie, with full, complex meanings. Or they can be
grammatical morphemes, like -d, where a speaker does not really have a choice;
the grammar of the language simply requires the morpheme to be present if
the action occurred in the past. Morphemes can also be divided into free and
bound morphemes. Free morphemes are those which can be used on their own,
like tie; bound morphemes are those which, like -4, have to be attached to another
morpheme (symbolized by the hyphen). These two categorizations are inde-
pendent: we have seen the free lexical morpheme tie and the bound grammatical
morpheme -d, but there are also free grammatical morphemes and bound lexical
morphemes. An example of a free grammatical morpheme is the English in-
definite article a. Bound lexical morphemes are not as common in English as in
some other languages; in a language like Spanish, the verb morpheme meaning
‘eat’ has the form com-, but this form never appears without some suffix.

Morphemes can also be talked about in terms of their productivity. Some
morphemes are highly productive: the past tense morpheme in English can
occur on any verb (although it may have different forms, see below). At the
other extreme are completely unproductive morphemes. The most famous is
the morpheme cran- found in the English word cranberry. A cranberry is a type
of berry, and we can split the morpheme berry off, leaving us with cran-, which
does not occur anywhere else in English. Other morphemes fall between these
extremes of productivity, so that un- occurs on some, but not all, verbs (untie
but *ungo, where the asterisk indicates an ungrammatical word or sentence);
and -hood occurs on some, but not all, nouns (motherhood, *tablehood ).

A single morpheme may appear with different forms in different words.
The words horses, cats, dogs, and oxen all have suffixes showing that more than
one entity is being talked about, but this plural suffix has different forms,
called different allomorphs. Some of these allomorphs are phonologically con-
ditioned, with the form depending on the final phoneme in the root — the form
[iz] occurs after the sibilant (s-like) sound at the end of horse, [z] occurs after
the final voiced phoneme at the end of dog, and [s] occurs after the voiceless
phoneme at the end of cat. Sometimes allomorphs are lexically conditioned,
the form is exceptional and depends simply on the root — we would expect the
plural of ox to be oxes with [iz], but it is not, and speakers simply have to learn
this about the word ox.

Morphemes can be of different types, as well. So far all the bound gram-
matical morphemes we have seen have been affixes, where a morpheme is
attached in front of a root (a prefix like un-) or behind a root (a suffix like -s).
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There is another rarer type of affix, an infix, where a morpheme is placed
within a root. For example, in Chamorro, spoken on the island of Guam, there
is a root chocho meaning ‘eat’. In order to use a verb such as this in a sentence
like ‘T ate’, an infix -um- must be placed after the first consonant phoneme,
giving chumocho. It is not the case here that ch, um and ocho are separate
morphemes — by themselves, ch and ocho do not mean anything. The two
morphemes are chocho and -um-, it is just that -um- is placed after the first
consonant inside the morpheme with which it combines.

As well as the different types of affixes, a morpheme can be shown by root
modification, where the idea of the morpheme is expressed by a change of
form in the lexical root. We saw above that there is a plural morpheme in
English, usually expressed by a suffix such as -s. But the plural of mouse is mice
— plurality is shown by changing the vowel of the root. Sometimes the root is
changed completely, a process known as suppletion. The past tense morpheme
in English is often expressed with a suffix [t], [d] or [id] (depending on the
preceding sound), as in walk versus walked; it is sometimes expressed through
root modification, as in run versus ran; but in the pair go and went, the past
tense is expressed through suppletion, with a completely different form.
Because we tend to think of a morpheme as a thing, it can be hard to think of
root modification or suppletion as morphemes, and linguists often talk
about affixation and root modification as morphological processes rather than
morphemes, but the principle is the same — there are two bits of meaning in
mice, the bit that shows ‘mouseness” and the bit that says there is more than
one mouse. A simple morpheme such as a suffix can also be thought of as the
morphological process of adding a suffix.

An additional complication arises because sometimes the absence of any
material in itself can show a particular idea, and be treated as a morpheme. In
English, using the root book means we are talking about a particular sort of
reading matter. We can use this root with the plural suffix -s to indicate that
we are talking about more than one of the items. But in a sentence such as the
book is red, the form book does not just indicate the general idea of ‘bookness’ —
the use of the form without the suffix -s indicates that we are talking about a
single book. That is, the absence of the suffix -s indicates an additional concept
beyond the general idea of ‘book’, it shows singular. This use of a contrast
between no material and an explicit marker, where either choice shows an
additional element of meaning, is sometimes talked about as the presence of a
zero morpheme (symbolized with ). That is, we could say that in the book is
red, the word book actually consists of two morphemes, the lexical root book
and a singular suffix -@. While ‘zero morphemes’ are considered inappropri-
ate by many linguists (how do you tell if there’s one, two, or sixty-seven zero
morphemes in a word?), it is important to realize that the absence of other
(explicit) morphemes can be meaningful. Of course, whether a particular
absence is meaningful depends on the language. In the Colombian language
Awa Pit, like in many languages but unlike in English, the marking of plural
is optional. The root pashpa means either ‘child’ or ‘children’, depending
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on context; there is a suffix -tuzpa which indicates plurality (pashpatuzpa
‘children’), but the absence of this suffix does not indicate singular, unlike the
absence of the plural suffix in English.

Another morphological process which occurs in some languages is redup-
lication, which may be full or partial (depending on whether the whole word
or only part of the word is reduplicated). For example, toko is Indonesian for
‘shop’, and toko-toko means ‘shops’. In Ancient Greek, the perfect form of the
verb commonly has a partial reduplication of the verb stem, so that the verb
root pau ‘stop” becomes pepau (with a repeating of the initial consonant of the
root) in a verb form such as pepau-k-a ‘I have stopped’.

These various morphological processes such as affixation, root modification
and reduplication can also be combined in different ways — to form the plural
of child in English, we add a suffix -ren but also change the vowel from the
diphthong [a1] to [1].

A further morphological process is compounding, where two roots are com-
bined to form a single new word. For example the roots black and bird can be
compounded to form a new word blackbird with a different meaning; from boy
and friend we can form boyfriend. Some languages have much more productive
compounding than English.

Morphological processes are often divided into two types, inflection and
derivation, although the distinction is not always clear. Given an English root
consider, we can make forms like considers and considered, but also forms like
consideration and considerable. The unsuffixed form and the first two suffixed
forms are different forms of the same lexeme — if you want to look considered
up in a dictionary, you look under consider, it’s just that if an action happened
in the past, the grammar of English forces you to add the inflection -ed. On the
other hand, -able is a derivation, it derives a new lexeme considerable, which
you would look up by itself in the dictionary. Inflections are highly productive
(they apply to all or nearly all roots of a word class), semantically transparent
(the meaning of considered is ‘consider’ plus past tense), and do not change
word class (consider and considered are verbs); derivations are not necessarily
productive (*goable), not necessarily semantically transparent (what is the
relationship between consider and considerable?), and may change word class
(considerable is an adjective).

Languages differ greatly in their use of morphology and the types of
morphological processes which they allow. There are two scales that languages
are often considered to fall on. One scale is that of isolating, agglutinative, and
fusional; the other consists of analytic, synthetic, and polysynthetic. An isolat-
ing language is one which does not join morphemes together in one word,
agglutination is the process where morphemes join but are easily segmentable
(consider-ed), and fusion is where morphemes join but are hard to segment
(mice is ‘mouse-plus-plural’ but we cannot segment it). An analytic language is
one where each word only has one morpheme (and is thus also isolating),
a synthetic language has a few morphemes per word, and a polysynthetic
language may have many morphemes in a single word. Of course, most
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languages have a combination of all of these traits, but these scales are used as
an overall heuristic of what is most common in a language.

1.5 Syntax

In English, the boy sees the girl means something different from the girl sees the
boy, and *the the boy girl sees is not a sentence. Syntax deals with how to put
words together to form sentences which mean what we want.

1.5.1 Word classes

The basis of syntax is the fact that the words of a language come in different
classes or parts of speech — nouns, verbs, adjectives, prepositions, and so on.
Not all languages have the same classes (English has articles like 2 and the
showing that a noun phrase is indefinite or definite respectively, Japanese
does not), and the same basic meaning can be expressed in different classes in
different languages (thus the most basic words corresponding to most kinship
terms in the Yuma language of California are verbs; to say ‘I am his younger
brother’, you say literally something like “he younger-brother-calls me,” where
the equivalent of “younger-brother-call’ is a single verb morpheme). We estab-
lish the word classes and which words are in which class on the basis of the
way words behave. For example, in English there is a class of words that take
an inflection to show past tense (walked, strolled, ran) and another class which
can follow the word the at the end of a sentence (I saw the book/table/boy).

Having established the word classes for a particular language, we can then
label them. There is always a class which contains most of the words referring
to concrete objects, and we call that class ‘nouns’. Likewise, there is always a
class which contains most of the words referring to actions, and we call that
class ‘verbs’. It is important to note that the precise list of words which are in
any class may differ from language to language; as we noted above, the word
corresponding to ‘brother” in Yuma is a verb, and while excitement is a noun in
English, it does not refer to an object. So we cannot say that nouns are words
referring to things; rather a noun is any word which is in that class, defined in
terms of language-specific behavior, which happens to include most words
referring to things (and other words as well).

Many languages also have subclasses within each class. For example, while
all verbs in English show marking for tense, they can be distinguished by how
many nouns (or arguments) they are associated with. For example, the verb
die is intransitive, only taking one argument ( Joshua died, *Joshua died the book);
kill is transitive, with two arguments (Sarah killed Moses, *Sarah killed); and
give is ditransitive, with three arguments (Ruth gave Abraham the book).

Nouns and verbs are the only universal word classes (Schachter, 1985). Many
languages have a class of adjectives, but in some languages descriptive words
have exactly the same behavior as nouns or as verbs, and consequently in
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these languages there is no class of adjectives, since there is no special behavior
to distinguish them. Different languages have different ways in which their
nouns and verbs behave, and so different tests for assigning word class.
In English, for example, verbs are marked for tense, but in a language like
Indonesian verbs do not inflect for tense, so we cannot use that as a way of
establishing the class of verbs in Indonesian (though there are other tests).

It is important to realize that there is no “true” set of features associated
with different word classes. As English speakers, we tend to think that the
distinction between singular and plural is important, because it shows up in
the grammar of English. But there are many languages which do not have this
distinction, so when speaking such a language people do not think about it,
though they can be more precise if they want to, as English speakers can
distinguish three books and four books, but may just choose to say books if the
exact number is unimportant. The opposite happens with the English word
we. When we use this word, we do not indicate if the person we are talking to
is part of the group or not, but in many languages there are two separate
words translating we, depending on whether the addressee is included or not
- in Indonesian, for example, kitu must be used if the addressee is in the group
(inclusive, we-including-you) while kami must be used if the addressee is not
in the group (exclusive, we-excluding-you). Different languages force their
speakers into making different distinctions, with different features being asso-
ciated with different word classes in different languages.

Despite this, there are some features which are frequently found associated
with particular word classes in many different languages. For example, nouns
are often marked for number. In English, nouns are either singular or plural;
other languages may make more distinctions, so Warlpiri has singular, dual
(two) and plural (more than two). And some languages do not mark number
at all.

Gender or noun class is another feature commonly associated with nouns.
For example, every noun in Spanish is either masculine or feminine, whether
human, animate, or inanimate. The gender of a noun affects, for example, the
form of the definite article (‘the’) which is used with the noun — la mujer ‘the
woman’, el hombre ‘the man’, la silla “the chair’, el libro ‘the book’. In some
languages there are more distinctions than two; Latin has three genders
(masculine, feminine, and neuter), while Bantu languages of southern Africa
divide their nouns into about ten different ‘genders” or noun classes.

A further common noun feature is case, where the form of words changes
depending on how they are used in a sentence. For example, Latin nouns are
marked for case, and thus puella and puellam both mean ‘girl’. The difference is
that the first shows that the word is acting as a subject in the sentence, while
the second is acting as an object. This is similar to the distinction between
I and me in English. Some common cases are nominative (primarily used to
mark subjects), accusative (objects), dative (recipients), and genitive (posses-
sors). Once again, different languages have different systems of case-marking
— English has no cases on nouns, German has four, Latin has six cases, and
Finnish has fifteen. Each case may be used for more than one function, so that
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in German, for example, the dative is used to show a recipient, but is also used
on the noun phrase that follows the preposition mit ‘with’.

Verbs have a different set of features which are often associated with them.
These include tense (the marking of when something happened relative to
now), aspect (roughly speaking, whether an event is viewed, for example, as
completed or on-going), and modality (expressing something about the reality
or otherwise of an event, for example indicative and subjunctive verb forms in
languages like French and Spanish). In some languages, verbs agree with their
subject or object, a process also known as cross-referencing. For example, in
Spanish, the difference between comi, comiste and comieron, all past tense forms
of com- ‘eat’, is that the first shows that its subject is first person singular
(‘I ate’), the second is second person singular (‘you (singular) ate’), and the
third is third person plural (‘they ate’).

1.5.2 Constituent structure

In most languages, words are not just strung together in any order. Given the
sentence The tall plumber died, there is no other way of ordering the words to
form an English sentence. Also, at an intuitive level, the tall plumber seems to
go together as a unit, in a way that plumber died does not; then the unit the tall
plumber goes together with the unit died to form the sentence.

There are various ways of showing that the tall plumber is a unit, without
resorting to intuition. This sequence of words can be substituted by a single
word, say Deborah or he. If the sentence is rearranged in some way, this
sequence remains together: It was the tall plumber who died. And the sequence
of an article or determiner such as the, followed by none, one or more adject-
ives, followed by a noun, turns up again and again in English sentences.
Using these sorts of tests, we can show that this sequence forms a constituent.
Since the most important word in the constituent is the noun, we call this
constituent a noun phrase or NP.

Constituent structure can be represented in different ways. Two common
ways are through phrase structure trees and phrase structure rules. Phrase
structure trees show the constituent structure of a particular sentence, with all
the intermediate constituents.

Sentence
Noun phrase Verb
Determiner Adjective Noun

The tall plumber died



42 Anthony ]. Liddicoat and Timothy ]. Curnow

Phrase structure rules are more general representations of possible sentences.
We have seen that a noun phrase can consist of a determiner, one or more
adjectives, and a noun, with the determiner and adjectives being optional. We
can represent this formally as:

NP — (Det) (Adj)* N

Here NP is the noun phrase, Det is a determiner, Adj an adjective and N a
noun. The parentheses indicate that the element is optional, while the asterisk
tells us we can have more than one of this class of word in this position. We
can also devise a rule to make our sentence, S, by having

S—>NPV

where V is a verb. Of course, if we want to include the possibility of an NP
after the verb (in a sentence like The boy saw the girl), we will have to make the
rule more complex:

S — NPV (NP)

These rules are clearly not adequate to represent English as a whole, but
show the principle of phrase structure rules. Most syntactic theories, such
as Government and Binding (Haegeman, 1994), Minimalism (Radford, 1997),
Lexical Functional Grammar (Bresnan, 2001), and Role and Reference
Grammar (Van Valin & LaPolla, 1997) use some sort of phrase structure rules
or trees, although clearly they can be much more complicated than the ones
given here.

Different languages have different phrase structure rules (and different trees).
For example, in Turkish the verb comes at the end of a transitive sentence,
after both NPs, so Turkish would need a phrase structure rule like

S—>NP(NP)V

In a few languages, these sorts of phrase structure rules do not work very
well. In Latin, the words in a sentence can come in almost any order without
changing the basic meaning, so phrase structure rules showing where to
put each of the words are not much use; but modifications can be made for
languages like these.

1.5.3 Semantic roles and grammatical relations

In a sentence like The farmer is killing the ducklings, there is a difference in the
relationship between the two noun phrases and the verb — we know that the
farmer did the killing, and the ducklings ended up dead, and we could talk
about them as the ‘killer” and the ‘thing-killed’. But we know that these are
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quite similar semantically to the ‘hitter’ and the ‘thing-hit’" in The farmer is
hitting the ducklings. For this reason, more general terms are used to express
the semantic role (also called the theta role) which a noun phrase plays in a
sentence. Different systems of semantic roles are used, but some of the more
common terms are agent (the one who performs something, as the farmer
above), patient (the one to whom things happen, the ducklings above),
experiencer and theme (I and him respectively in I saw him, where I do not
really do anything, and nothing actually happens to him), recipient, and source
and goal (where something comes from or goes to respectively, as house and
shops in she left the house for the shops).

Semantic roles are needed to talk about sentence construction. For example,
in English, if a transitive verb has an agent and a patient, the agent comes
before the verb and the patient after, which is how we know who does what in
The farmer is killing the ducklings. If the sentence is made passive (The ducklings
are being killed by the farmer), then as well as a change in the verb, the patient
now comes before the verb, and the agent is either in a prepositional phrase
with by, or omitted entirely.

On the other hand, we clearly need more than just semantic roles in
language descriptions. In the sentences The farmer is killing the ducklings, The
ducklings are being killed, and I saw him, there is something in common between
the first noun phrase of each sentence, even though they are respectively agent,
patient, and experiencer. This noun phrase comes before the verb; if the verb
is present tense it controls the form of the verb (e.g., is versus are); and if the
noun phrase consists of a pronoun it has nominative form (I rather than me).
For this reason we need grammatical relations such as subject, object, and
indirect object. These grammatical relations are defined in formal terms, so
that in English the subject is that argument which comes directly before the
verb, has nominative form if it is a pronoun, and controls the verb form.
Because grammatical relations are defined formally, different languages
may have different sets of grammatical relations. For example, English does
not have an indirect object, although some other languages do — in formal
terms, Mary acts the same way in English in John kissed Mary and in John
gave Mary a book, so it is the same grammatical relation (object) in both sen-
tences; and Mary acts the same in John gave a book to Mary and John went with
Mary, so it is the same grammatical relation in both sentences (oblique or
object-of-preposition).

There is a relationship between semantic roles and grammatical relations, in
that if a transitive verb has an agent and a patient and the verb is not passive,
then the agent will be the subject and the patient will be the object; but agent
and subject can be distinct (The ducklings (subject) are being killed by the farmer
(agent)), as can patient and object. In some languages grammatical relations
may be signaled by constituent order, as in English; in others, constituent
order may be free and grammatical relations signaled by case, as in Latin; in
others, cross-referencing on the verb may signal the difference. As in English,
more than one technique may be used.
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Grammatical relations may have more or less importance in the syntax of
a language. In particular, in some languages grammatical relations are very
important in complex sentences, while in other languages they are not.

1.5.4 Complex sentences

So far all of the sentences considered have consisted of only a single clause.
However it is possible to combine more than one clause in a single sentence.
The simplest way of doing this is coordination, where two clauses are joined
with a word like and. Even here there can be important syntactic effects,
however. In English, we can say Rachel saw Judith and left. The first clause is
complete, with a subject (Rachel) and an object (Judith), but the second clause
contains only left, which is missing a subject. Clearly, of course, Rachel is the
one who left. But we only know this because English has a syntactic rule
which says that if two clauses are coordinated, the subject can be left out of the
second clause if it is coreferential (refers to the same entity) as the first subject.
In other languages, there can be different rules — in a similar sentence in the
Australian language Dyirbal, it would be Judith who left, as the Dyirbal rule is
that a subject can be left out of an intransitive second clause if it is coreferential
with the object in the first clause. In other languages, grammatical relations are
not important here, and in the equivalent sentence either Rachel or Judith
could have left, depending simply on context.

As well as coordination, clauses can also be combined using subordination.
This is where one clause (the subordinate clause) is somehow less important
than the other (the matrix clause). There are three types of subordination —
complementation, relative clauses, and adverbial subordination.

Complement clauses are those clauses which substitute for a noun phrase in
a sentence. For example, in English we can say I saw the boy, with the boy the
object of the verb saw. But we can also say I saw (that) the boy left, I saw the boy
leave and I saw the boy leaving. In each case, where we might expect a noun phrase
like the boy, we have a whole clause, with at least a subject and a verb. Which
type of complement clause we get depends on the verb in the matrix clause, so
that with want rather than see, we can have I wanted the boy to leave, but not
* wanted that the boy left or *I wanted the boy leaving. With want we can also
leave the subject of the subordinate clause out if it is coreferential with the
matrix clause (I want to leave) which we cannot do with see (I saw myself leave
versus *I saw leave). Different languages have different types of complement
clauses, and different rules about which complement clause type goes with
which verbs.

Relative clauses add some extra information about a noun phrase in a sen-
tence, and in English often begin with who, which or that — the man who gave me
the book left contains the relative clause who gave me the book (which corresponds
to a main clause the man gave me the book); this has been added into the sentence
the man left to specify which man. Different languages differ greatly in how
they form their relative clauses. We have seen that one option in English is to
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leave the common argument (the noun phrase which occurs in both main
clauses, the man) out of the relative clause, put who in the relative clause, and
put the relative clause inside the matrix clause after the common argument.
An extremely different process is used in the West African language Bambara:

(4) tye ye [neye so min ye]san
man PAST I PAST horse which see buy
‘The man bought the horse which I saw’

Here a relative clause based on the sentence ne ye so ye ‘I saw the horse” has
been inserted in the matrix clause tye ye so san ‘the man bought the horse’ in
place of so ‘horse’. The word min has been added in the relative clause after
the common argument so ‘horse’, which has been left in the relative clause and
left out of the matrix clause (the opposite of English).

The third type of subordination, adverbial subordination, covers those sub-
ordinate clauses which are similar in use to adverbs — there are a wide variety
of possible constructions in languages, corresponding to English clauses such
as because I went, after he came, while working, and so on.

1.5.5 Sentence types

There are three basic types of sentence: declarative, interrogative, and imper-
ative. For example, in English we have a declarative sentence He opened the
window, the interrogative Did he open the window?, and the imperative Open
the window! While these sentence types broadly correspond to statements,
questions, and commands or suggestions, this correspondence is not complete
— for example you could issue a command or suggestion with an interrogative
utterance (Could you open the window?), or ask a question using declarative
word order with questioning intonation (He opened the window?). Different
languages have different ways of forming these three sentence types, by changes
in word order, special verb forms, intonation, or special particles.

1.6 Information Structure

One of the functions of syntax is to structure the ways in which information
is presented in sentences and this structure is dependent on the context in
which the information is presented. As such, the study of language needs to
go beyond the level of isolated sentences and treat sequences of sentences,
or texts.

1.6.1 Encoding given and new information

Syntax is often sensitive to whether or not information being conveyed can be
expected to be known or not by the addressee (Ward & Birner, 2001). In this
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context, we can distinguish between given information — information which
the speaker believes is already available to the hearer, or new information —
information which the speaker does not expect the hearer to already know.
These two types of information are encoded in sentences in different ways.
Consider the exchange in (5).

(5) A: Who took the book?
B: Mary did.

In this example, B’s utterance is made up of two pieces of information: ‘Mary’,
which is new information, and ‘took the book’, which is given information. In
this case, ‘took the book’ is encoded as the pro-verb did. Given information is
often reduced in such a way. Consider the oddity of (5') as a conversational
exchange:

(5") A: Who took the book?
B: Mary took the book.

Whether information is given or new affects the way in which the information
is conventionally introduced into discourse. In English, new information is
often introduced in non-subject position, while given information is usually
found in subject position. When new information is referred to again in the
same discourse, that is when it has become given information, it may be placed
in subject position. This can be seen in (6):

(6) Isaw a really good film the other day. It was about a man who thought he was
going to be killed by some gangsters. He went into hiding in the hills, but they
found him.

In this sentence, there are three NPs which begin as new information, but are
later used as given information:

New Given

a really good film (object) — it (subject)

about a man who thought he was going to — he (subject)
be killed by some gangsters (object of preposition)

by some gangsters (object of preposition) — they (subject)

In addition, new information is usually introduced in indefinite NPs (an X,
some X), while subsequent references have definite forms such as definite NPs
(the X) and pronouns. This can be seen in (6).

Sometimes, information which has not previously been mentioned is
introduced in definite NPs, as in (7):

(7) We went to a restaurant. The waiter was rude but the food was good.
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In this case both waiter and food are mentioned for the first time in the dis-
course but the use of the definite article (the waiter, the food) seems to indicate
that they are being treated as given information. Cultural context has a role
here — our knowledge of the world tells us that restaurants have waiters and
food, so these things are in a sense given information in the light of other
knowledge we have from outside the discourse: that is, while the information
is new to the discourse it is not new to the hearer (Prince, 1992; Ward & Birner,
2001). Such information can be easily recovered from context and as such
speakers can expect addressees to have such information readily available.
Therefore it can be treated as given information in such contexts.

In English, the definite and indefinite articles have an important role in the
presentation of given and new information, however other syntactic structures
are used in other languages. In Russian, for example, word order is related to
given and new information (Comrie, 1979). Rather than having SVO word
order, Russian usually presents new information late in the sentence, as can be
seen in the contrast between (8) and (9).

(8) Sto  koska presleduet?
What cat-NOM is chasing
‘What is the cat chasing?’

Koska presleduet sobaku.
cat-NOM is chasing dog-ACC
‘The cat is chasing the dog.’

(9) Sto  presleduet sobaku?
what is chasing dog-ACC
‘What is chasing the dog?’

Sobaku  presleduet koska.
dog-ACC is chasing cat-NOM
‘The cat is chasing the dog.’

1.6.2 Topic-comment structure

Another way to view information in utterances is in terms of topic and
comment. Topic and comment often overlap with given and new information,
however the two sets of terminology involve quite different concepts. The
topic of the sentence can be considered the central element in the sentence- the
thing the sentence is about — while the comment is what is said about it
(Chafe, 1970; Lambrecht, 1994). Consider the exchange in (10):

(10) A: What did Mary do?
B: She took the book.

In B, the topic of the sentence is ‘Mary’ (she) and the comment, the thing said
about Mary, is took the book. In this case the topic is given information and the
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comment is new information. However sometimes the topic can be new infor-
mation, as in (11):

(11) Virginia always eats her vegetables, but her brother only likes ice cream.

In the second part of this sentence, the brother is the topic, but is also new
information. By contrast, in (12) the comment is given information.

(12) Virginia does not like ice cream, but her brother likes it a lot.

In English, the topic is often but not always related to the subject of the
sentence (Li & Thompson, 1976; Tomlin, 1983), but there are other structures
which can topicalize an NP. Unlike English, some languages use topic as a
basic grammatical category. This is the case in Japanese where the postposition
wa functions as a topic marker, as in (13) and (14), where in each case the topic
is a non-subject constituent.

(13) Sakana  wa tai ga ichiban 1i.
fish TOP bream NOM first good
‘Speaking of fish, bream is the best’ or ‘Bream is the best sort of fish.’

(14) Tookyoo kara wa daremo konakatta.
Tokyo from TOP no-one come-NEG-PAST
‘Speaking of coming from Tokyo, no-one did.” or ‘No-one came from
Tokyo.’

In other languages word order can be used to indicate topics, as in the
Chinese sentence in (15) and the French sentence in (16). Here, placing a con-
stituent at the front of a sentence is a way to mark the topic. The French
example differs from the Chinese in that the topicalized NP is repeated later in
the sentence as a pronoun (gare ‘station’ is feminine, so the pronoun is ‘she’).

(15) Zhé-ge zhdn ldn hui wo kan dao hén duo  you huar
this-CLASS exhibition 1 see very many painting
‘At this exhibition, I saw very many paintings.’

(16) La gare ou est-elle?
the station where is she
‘“Where is the station?’

1.7 Semantics

Semantics, that part of linguistic description which deals with meaning, is
often divided into lexical semantics, dealing with the meaning of words, and
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grammatical semantics, how morpheme meanings are combined by grammar
to form the meaning of utterances.

1.7.1 Lexical semantics

The form which definitions of words should take is a vexed issue in lexical
semantics. Different theories take different positions on what definitions should
achieve. Some believe that a definition should be sufficiently precise as to
include or exclude any particular case, sometimes with a paraphrase approach
based on natural language (e.g., Wierzbicka, 1996) or a specially developed
metalanguage (e.g., Jackendoff, 1983). Others believe that the lexicon is not
structured in this way, but is rather more often similar to a web of prototypes
(e.g., Langacker, 1990) or involving a strong use of metaphor (e.g., Lakoff,
1987).

Theories of meaning also differ in terms of whether or not they distinguish
between dictionary knowledge and encyclopedic knowledge (Haiman, 1980;
Wierzbicka, 1995). For example, many people in our society know that salt is
chemically sodium chloride. The question is whether this is part of the mean-
ing of the word salt, to be included in a definition, or simply an additional fact
about salt (defined in other ways) which many speakers happen to know.

Another important issue which any general theory of lexical semantics must
take into account is that the meanings of a far greater proportion of the lexicon
than usually imagined, if not the meanings of all words, are language-specific.
While this is obvious for words for cultural artifacts, non-equivalence of word-
meanings extends throughout the lexicon. The natural world is not divided
up the same between different languages, so that the Japanese word nezumi
covers a collection of animals which in English would be divided into two
types, rats and mice. The human body, a physical universal, is divided up in
different ways in different languages: in Spanish, the single word dedos is used
for both fingers and toes, while Japanese has a single word ashi correspond-
ing to English leg and foot. Physical aspects of the world are equally different:
English has a color category blue, but Russians have two terms covering the
same range, goluboj (lighter) and sinij (darker), and these colors are no more
closely related for Russians than green and blue for speakers of English;
speakers of Russian are surprised that English only has one word. Human
actions may be more or less differentiated: in English we can hit someone, but
in many languages different verbs must be used depending on whether the
action was hit-with-the-open-hand, hit-with-a-fist, hit-with-a-stick, and so on.
All facets of the world and events that take place may be encoded differently
— the words of different languages divide the world up differently.

As well as looking at the meanings of words, lexical semantics also exam-
ines the meaning relations between words. These meaning relations include
concepts such as synonymy (where two words have the same, or at least very
similar, meanings, as with couch and sofs), antonymy (opposite meanings as
with good and bad or tall and short), hyponomy (the meaning of one is included
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in the meaning of another, as with boy and child), homonymy (two words
having the same form but different meanings, as with a bank for money and a
bank of the river), and polysemy (where a word has two or more related but
distinguishable meanings, as with a chip of wood, a potato chip, and a computer
chip, where all have the idea of a small piece as part of their meaning).

1.7.2 Grammatical semantics

Some work in grammatical semantics is interested in the meaning of gram-
matical morphemes, and how systems of grammatical meaning differ across
languages. For example, both English and Spanish show tense using verb
suffixes, but English has a single past tense corresponding roughly to two
different past tenses in Spanish.

As well as the meaning of individual morphemes (lexical and grammatical),
there is also the issue of how these meanings combine to form sentences. Even
if we know the meaning of the words boy, girl, and kiss, as well as the and -ed,
there is more to the meaning of the sentence the boy kissed the girl than the sum
of the meanings of the morphemes, since this sentence means something dif-
ferent from the girl kissed the boy, which contains exactly the same morphemes.

One way in which semanticists deal with this issue is through the concept of
constructions (Goldberg, 1995). Essentially this approach says that, as speakers
of English, we have a schema or template such as Noun Phrase — Verb — Noun
Phrase, and we have a meaning assigned to this general schema — say, ‘the
first noun phrase has the more active role, the second the more passive role’ —
and by combining the meanings of the words with the meaning of the schema,
we come up with the meaning of the overall sentence. A different schema would
then be used to account for the passive sentence the girl was kissed by the boy.

Another approach, Formal Semantics, relies much more on the apparatus of
formal logic and grammatical theory. In this approach, the word kiss is stored
in the lexicon not just with the general meaning of kissing, but with an explicit
statement in a formal notation indicating something like ‘this verb’s (underlying)
subject is the agent and its (underlying) object is the patient’. The meaning of
the sentence is then created by assigning the appropriate semantic role to the
appropriate grammatical relation. The meaning of the passive equivalent is
created through rules such as ‘make the underlying object into a subject’,
‘make the underlying subject come after the preposition by’. Formal Semantics
is associated with the idea of truth-conditional or truth-value semantics, which
attempts to establish, given a sentence, what conditions have to hold in the
real world for the sentence to be true.

1.8 Conclusion

This chapter can only give a brief outline of what is involved in the descrip-
tion of languages and each area we have discussed has a wealth of literature
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and a depth of detail which we are unable to address here. However, this
brief description should be sufficient to introduce applied linguists to the
broad themes and general concepts with which linguists work in developing
descriptive accounts of languages.

While language description may not be a core concern for applied linguists,
a coherent understanding of the structural features of language is important
for applied linguistics research and practice. At all levels of their work,
applied linguists must come to grips with language as a system and as such
linguistics and language description is basic to applied linguistics work, even
if it is not central to the questions which applied linguists pose themselves.
We do not claim that linguistic theory is or should be the driving influence
in applied linguistics. Rather, we are claiming that a certain level of familiarity
with the principles of linguistics provides a framework within which the
work of applied linguistics can be carried out in an informed and principled
way. The role of linguistics is, therefore, to inform applied linguistics not to
determine applied linguistics (cf. Davies, 1999; Widdowson, 2000).

The relationship between language description and applied linguistics is
not, however, unidirectional. The insights which applied linguistics gains
from confronting real-world language-related problems has great potential to
inform the development of linguistic theory and refine our understanding of
what needs to be included in language descriptions.

See also 2 LexicoGraPHY, 4 LANGUAGE CORPORA, 5 DISCOURSE ANALYSIS,
10 CONVERSATION ANALYSIS.
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2 Lexicography

ALAN KIRKNESS

2.1 Introduction

Lexicography is almost as old as writing. From its beginnings several thou-
sand years ago it has served primarily the real-life needs of written commun-
ication between members of human communities using different languages
or different varieties of one language. Those needs change just as all living
languages constantly change. In many literate societies lexicography has a
centuries-old tradition with word lists and word books in scripts based on
hieroglyphs, logograms, or letters and in media from clay tablets to the com-
puter. Since print culture replaced scribal culture some five centuries ago and
ushered in the modern period in European lexicography, the printed book has
predominated. Worldwide, no book on a language or on languages has been
and is more widely used in education systems and in communities at large
than the dictionary. It has long been and still is an essential source, if not
indeed the principal source, of information on language for all members of
literate societies who might have questions on any aspect of the form, mean-
ing, and/or use of a word or words in their own or in another language.
Lexicographers can be regarded as descriptive linguists in that they empir-
ically analyze and describe (a) language with a traditional emphasis on indi-
vidual items of vocabulary. However, they do not require linguistic knowledge
alone, but according to the particular dictionary project may draw on other
non-linguistic disciplines including information technology, publishing, his-
tory, and the natural and social sciences amongst others. Nor is their descrip-
tion of (a) language primarily an end in itself. Its aim is not primarily to
advance linguistic theory, however much theoretical linguists may and do
draw on lexicography for their own purposes and however much lexico-
graphers might seek to apply relevant findings of theoretical linguistics in their
work. Rather it is in principle a means to an end, namely to make knowledge
about (a) language available to various sectors of the wider public and to
mediate between different kinds of language knowledge and different kinds



Lexicography 55

of user needs. This aim is clearly reflected in the vast range of different dic-
tionary types designed to respond to the different needs and interests of dif-
ferent user groups. To a greater or lesser degree depending on the nature and
purpose of the particular dictionary project, lexicographers essentially mediate
between the community of linguists and the community at large. This is true
especially of general-purpose trade dictionaries, less so inevitably of scholarly
historical works, which have a more limited audience. In this sense lexico-
graphy must be regarded as quite central to applied linguistics, however
defined. At the same time, it must also be seen as a complex activity sui generis
with its own principles, practices, problems, and traditions.

Over the past 20-30 years lexicography has changed fundamentally and
irreversibly. The main factor has been the dramatic impact of the computer:
the electronic storage of vast textual material in corpora and the varied
electronic presentation of lexicological and lexicographical work represent
a quantum leap in lexicography, a leap still to be measured (see Section 2.2).
A secondary factor has been the rapid emergence of metalexicography or
dictionary research as an academic discipline with an explosion of writing
on and about dictionaries. As a consequence, this article has to be selective.
It is written from a western European perspective and draws primarily on
material related to British and other English language lexicographies. Con-
centrating on English and European lexicography sharpens the focus, but
necessarily narrows it; it permits a relative close-up, but inevitably distorts the
wider picture.

2.2 What Is Lexicography?

It is difficult to arrive at a succinct and satisfying working definition of
lexicography. Even a cursory glance in dictionaries and other reference works
and in the secondary literature reveals many variations on a theme, reflecting
a variety of standpoints. In a narrow sense lexicography may be described
as the art and craft of writing a dictionary. Certainly, a lexicographer is
essentially someone who writes or contributes to a dictionary or dictionaries,
be it as an individual or a member of a team, as a freelancer or an in-house
employee, as a full-time professional or part-time alongside other activities
such as university lecturing. Lexicographer is also used more generally to refer
to writers of other reference works, including encyclopedias. Like other defini-
tions, however, and indeed like much dictionary writing itself, this definition
of lexicography is derivative (Landau, 2001), and it is a compromise for the
sake of brevity. It raises many questions: why dictionary, why not e.g.,
thesaurus, lexicon, or encyclopedia and other reference works? Why write,
why not, for example, plan, edit, publish or make, produce, compile, let
alone study, review, or use? Why art and craft, why not, for example, activity,
process, technique, science, job, profession or practice, let alone history, study,
use, or theory?
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There are justifiable answers to such questions. The dictionary is widely
regarded as the prototypical work of lexical reference, but this claim requires
much further explication (see Section 2.3). Writing is the essential lexicographic
activity, especially writing and rewriting semantic, pragmatic, or etymological
descriptions; planning and data collection precede and accompany the
writing, editing and publishing follow it. Good lexicography is more than
compilation. Extracting meanings and uses from authentic texts and explain-
ing them clearly and fully in a minimum of words is an art, as is the selection
of appropriate illustrative examples. Writing with dictionary users uppermost
in mind in an attempt to meet their needs is a practical and useful activity,
a craft. Defining lexicography in this narrow sense as the art and craft of writ-
ing a dictionary is meant to locate it explicitly at the center of the applied
linguistic endeavor and to emphasize the high degree of human knowledge,
insight, judgment and skill required to produce the text of a successful refer-
ence work designed to be of practical use and benefit in real-life situations.
Certainly, a dictionary that does not prove useful is unlikely to prove successful.
Commercial constraints — the triple nightmare of space, time, and money
(Murray, 1977) — have traditionally dictated the relationship between lexico-
graphers and their publishers.

The advent of electronic corpora and media can make the lexicographers’
work better, but not necessarily easier. Computers can store and process quan-
tities of textual data quite unmanageable by humans. Where several million
manually and painstakingly excerpted citation slips were once considered a
sufficient basis for a multi-volume scholarly dictionary, now even one-volume
trade dictionaries rest on hundreds of millions of rapidly and automatically
entered running words. The differences are not only in quantity, but more
importantly in quality. Lexicographers now have at their disposal vastly
superior language data. Neutral frequency counts of masses of words can act
as a counterbalance to intuition, memory and possible bias in many of the
decisions they must make in accordance with the specifications of the particu-
lar dictionary project. They help determine which usages are central and which
are peripheral, which new items should be included and which items should
be excluded as obsolescent or archaic, which combining forms and multi-word
items warrant status as main lemmas or headwords rather than as run-ons
and sub-lemmas, or how homographs and senses can be ordered, to mention
but a few possibilities. Lexicographers have been at the forefront in utilizing
language corpora and applying the findings of corpus linguistics (see Stubbs
in this volume) to good effect in their analysis and description of lexis and
hence to the benefit of their users. The corpus revolution is very real;
computerphoria would be misplaced, however. There may be huge savings in
storage space and processing time, but it is humans who continue to choose
the texts and analyze the vastly increased data, which can now in fact require
more time, experience, and skill to process than before. Humans discern
and describe sense distinctions in polysemous words and between sets of
synonyms, antonyms, and hyponyms. They select appropriate illustrative
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examples or establish usage and usage restrictions in tune with changing
sociocultural conventions. And specialist material from a directed reading
program still has a place alongside the mass data entered by means of optical
scanners, magnetic tapes, and the like.

Similarly, electronic media open up quite new possibilities for the presenta-
tion and use of lexicographical material. They can, for instance, help overcome
the constraints of space that have long plagued lexicographers and their
editors and limited the coverage, description, and illustration of lexical items
even in comprehensive or unabridged dictionaries. The size of the computer
screen and of the “search word” box remain limitations, however, and favor
directed searches for specific items over the incidental consulting of neighboring
entries and the general, even random browsing so dear to word and diction-
ary buffs brought up on printed books. They can help overcome the tyranny of
the printed alphabet that has severely limited accessibility and fostered the
modern dominance of the alphabetic mode of presentation over the older
thematic or systematic mode. Access through the alphabet has become a prac-
tical necessity for most users, however, and modern thesauruses are either
arranged alphabetically or have an alphabetical index. Online e-dictionaries
and e-cyclopedias available free or by subscription on the Internet and
CD-ROM are already vying with and in some cases supplanting conventional
printed books. Large and expensive multi-volume reference works seem to be
leading the paradigm shift from book to bank and byte. Academic researchers
working on and with scholarly historical dictionaries are among the major
beneficiaries. At the click of a mouse they can conveniently search from their
desks the full resources of the Oxford English Dictionary Online in ways simply
not possible on visits to the library to consult the 20 large and alphabetically
ordered volumes of the Second Edition. It is a boon to have The Century Diction-
ary Online in DjVu format available for headword browsing and lookup as
well as full text searches rather than have to use the thick and heavy tomes
in the library, however much one might delight in them as a bibliophile.
Now that wordbanks and wordnets, such as the British National Corpus or the
Bank of English, the Princeton WordNet, and the multilingual EuroWordNet, can
be accessed in full or in part on the Internet, users can effectively become their
own lexicographers. The future of lexicography is undoubtedly electronic.
Nonetheless, however much the computer can aid lexicographers as dictionary
writers, it will not replace them.

The questions raised above also point to a need to understand lexicography
in a wider sense as used in the rapidly increasing number of university courses,
conferences and workshops, books, journals and articles on the subject. These
concern not only lexicography as practice, namely the planning, writing,
editing, and publishing of dictionaries and other lexicographical reference
works, but also lexicography as theory, notably the study of dictionary his-
tory, criticism, typology, structure, and use (Wiegand, 1998). Some scholars
distinguish theory, also known as metalexicography or dictionary research,
from practice as lexicography proper. Others include all aspects of both
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theory and practice in their definition of lexicography. Be that as it may,
many different sub-branches of lexicography can be distinguished, ranging
from computational to pedagogical and terminographical. Postgraduate
degree or diploma courses on lexicography aim to provide academic qualifica-
tions and professional training for future dictionary writers. However, most
lexicographers still train as before in-house or on the job. The literature on
lexicography involves university and other scholars as well as lexicographers
and ex-lexicographers. The former mediate the findings of research in
(theoretical) linguistics and other academic disciplines, which most practicing
lexicographers cannot possibly keep abreast of. They also describe and re-edit
or reprint historical dictionaries, and make suggestions for the improvement
of all aspects of lexicographical description. The latter write from first-hand
practical experience and offer an invaluable insider perspective, which
sometimes informs an extended introduction in the front matter especially
of historical and scholarly dictionaries. All too often, however, it is only
half-glimpsed in dictionary prefaces and introductions. The glimpses are
tantalizing, and the occasional publication of such material indicates that it
can have a general linguistic significance reaching beyond the particular dic-
tionary project or indeed lexicography (e.g., Gove, 1966, 1968). In line with the
lexicographers’ constant emphasis on utility, the literature on lexicography
now devotes much attention to dictionary uses in academic research,
educational practice, and leisure activity. It focuses particularly on dictionary
users and seeks to ascertain who uses which dictionary when and where,
for what purpose and with what result. This focus on the user perspect-
ive (Hartmann, 2001, pp. 80-95, pp. 115-20) and the need for empirical
studies of what dictionary users do in real look-up situations (Atkins, 1998;
Nesi, 2000; Tono, 2001) are important concerns of applied linguistics. Among
the scientific commissions of the International Association of Applied Lin-
guistics (AILA) is one devoted to Lexicology and Lexicography as research
areas which can contribute to a better understanding and facilitation of lan-
guage learning and language use and are studied from several perspectives.
However, important as it is, the user’s perspective is not the only one: lexico-
graphers as dictionary writers, scholars as dictionary researchers, (language)
teachers as mediators also offer essential perspectives on the complex
and multi-faceted activity that is lexicography, quite apart from publishers,
consultants, and others. At the center of this activity is the dictionary itself as
text (Hartmann, 2001, pp. 24-5), and the dictionary is thus the focus of the
discussion that follows.

Lexicography is in essence an art and a craft. It is also a profession and
a hobby, a scholarly and commercial enterprise, and an academic discipline.
It is, further, a longstanding cultural practice and an integral part of the
intellectual tradition in literate societies. Some idea of this wider sense in
which lexicography must be understood can be gained from Hartmann
& James (1998) and Hausmann, Reichmann, Wiegand, & Zgusta (1989-91).
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2.3 What Is a Dictionary?

2.3.1 Dictionaries and encyclopedias

As already mentioned, the dictionary is widely regarded as the prototypical
work of lexical reference. It classifies and stores information in print or,
increasingly, electronic form and has an access system or systems designed to
allow users to retrieve the information in full or in part as readily as possible.
The information is essentially linguistic and may include material on the form,
meaning, use, origin, and history of words, phrases, and other lexical items
(see Section 2.3.3). In a dictionary phonetic and grammatical information is
word-related and thus essentially lexical. Put very simply, a dictionary is a
book or bank about words.

In theory linguistic or lexical information may be distinguished from
extralinguistic or encyclopedic information. Certainly, there are classes of words
which lend themselves to either linguistic or encyclopedic treatment. The former
include function words such as prepositions, determiners, or conjunctions and
discourse-marking chunks such as you know, I mean, and many others. They
derive their meaning from their function within a linguistic text rather than
from any reference to extralinguistic reality and are properly treated in a dic-
tionary. The latter may include proper names of people and places, biograph-
ical data, and descriptions of historical events, political, social, and cultural
institutions, geographical and geopolitical entities, works of art, literature and
music, myths and mythological figures, beliefs and religions, academic dis-
ciplines, and the like. A reference work that stores and classifies such factual
information on all or some branches of knowledge or a single subject area is
generally known as an encyclopedia. Put simply, an encyclopedia is a book or
bank about facts. It is notable in this connection that multilingual and espe-
cially bilingual dictionaries have long been and continue to be very common,
but this is not true of encyclopedias. Conversely, the latter can be and have
been translated, but this does not seem to be the case with dictionaries, except
perhaps for the fast-developing genre of bilingualized, semi-bilingual, or bridge
dictionaries in the area of pedagogical lexicography (see Section 2.5). In prac-
tice, however, a hard and fast distinction between lexical and encyclopedic
information is not possible. Humans use language to communicate about facts,
things, and people; words and the world are inextricably linked. A linguistic
description of nouns as names for plants, animals, or insects and of adjectives
as names for colors, for instance, necessarily involves encyclopedic informa-
tion. Such items are entered in both dictionaries and encyclopedias. Their
semantic explanation will differ in degree rather than kind, namely in the
amount of factual information required or provided to identify and character-
ize the object referred to according to the intended purpose of the particular
reference work. Lexicographers must be concerned with words in their own
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right as linguistic items and with what words refer to in the world of
extralinguistic reality or with their referents as such. Dictionaries and encyclo-
pedias are best seen as two types of reference work, among others, which
stand at opposite ends of a continuum, one concerned with words as linguistic
or lexical items, the other with facts as such. There are many mixed or blended
forms in between (McArthur, 1986, pp. 102-4).

In the titles and/or subtitles of subject-area and biographical reference
works, which are most commonly published in one volume, dictionary can
be used alternatively and synonymously with encyclopedia. In this same sense
companion and handbook are also found. In the titles of dictionaries-cum-
encyclopedias, which combine lexical and encyclopedic information, the
attribute encyclopedic sometimes explicitly qualifies the head noun dictionary,
sometimes not. A successful example of a fully integrated encyclopedic dic-
tionary is the Reader’s Digest Great Illustrated Dictionary, 1984, which features
small color photographs and drawings at the appropriate alphabetical place in
the outside columns of virtually every page, color maps, and part- and full-
page panels and tables, most also in color. Clearly, the genre of encyclopedic
dictionary is established as a blend between the dictionary as a word book/
bank on the one hand and the encyclopedia as a fact book/bank on the other.
This is certainly true of the American and French traditions, less so in the
British and German ones. Equally clearly, the genre is regarded in English as
a type of dictionary, and thus belongs to the province of lexicography. The
question whether encyclopedias as such also belong has been variously
answered. My own view is that it is justifiable to regard encyclopedias as
falling within the scope of lexicography in the wider sense discussed above,
and it would definitely enhance and advance metalexicography if encyclo-
pedias were given fuller attention. If the present chapter nonetheless restricts
itself largely to dictionaries as word books, it is for practical reasons of space,
especially as there are so many different types of dictionary.

2.3.2 Types of dictionary

Given that dictionaries belong to the oldest, most widespread, and best-selling
books in literate societies, it is hardly surprising that their number is legion.
Different societies have different lexicographical traditions, and ideas on
what might constitute the prototypical dictionary vary accordingly. The range
of languages, varieties, and vocabularies, of sizes, formats, and prices, or
intended purposes, uses, and users seems inexhaustible. Most dictionaries codify
natural languages, but there are also dictionaries of international auxiliary
languages, sign languages, shorthands, and braille. The time interval between
new impressions and even new editions of popular trade dictionaries grows
ever shorter, and their covers and dust jackets resemble ever more strongly
billboards advertising the virtues and unique features of their product in
a highly competitive market. This is perhaps particularly true of English
dictionaries, not least for second/foreign language learners as a reflection
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of the current worldwide dominance of English as an additional language.
What impact electronic publishing will have on this situation is not yet clear.
Currently, prospective dictionary users and buyers are faced with a bewilder-
ing embarras de richesses. Language teachers and librarians are faced with the
problem of continuously updating their resources. Dictionary scholars are faced
with a rich, diverse, and ever-changing field of study. It is small wonder that
dictionary typology has become an integral component of metalexicography,
that different criteria, including size, scope of linguistic and subject-area
coverage, number of languages, period covered, target groups and intended
uses among others, have been advanced as the basis of different typologies,
and that no agreed taxonomy has emerged to classify the variety of dictionary
types. In the practical typology that underlies the organization of much of
their international encyclopedia of lexicography, Hausmann et al. distinguish
first between monolingual and multilingual dictionaries. Of the latter, the vast
majority are bilingual and cover two national standard languages. Bilingual
dictionaries continue to be the most-used reference book in second/foreign
language learning at all levels (see Section 2.5). There are specialized bilingual
dictionaries, such as dictionaries of deceptive cognates or false friends,
subject-specific technical dictionaries, and pictorial dictionaries that feature line
drawings largely of thematically grouped concrete objects with their designa-
tions in two languages. The prototypical bilingual dictionary, however, is the
general translation dictionary. Headwords or lemmas in one (source) language,
usually presumed to be the user’s first language, are supplied at least with
translation equivalents in the other (target) language. Full equivalents may need
mere listing, while partial and surrogate equivalents require further explanation
or exemplification to ensure sense identification and discrimination. Passive or
receptive dictionaries help in decoding or translating from the target/foreign
to the source/native language, active or productive dictionaries help in encoding
or translating from the source to the target language. For each language pair
there are in theory four directions to consider, for example, German-French for
French users and French-German for German users (passive), German-French
for German users and French-German for French users (active). In practice most
bilingual dictionaries are bidirectional: French-German and German-French.
Monolingual dictionaries are divided into general and specialized works.
The former are found in two major types, the encyclopedic dictionary (see
Section 2.3.1) and above all the semasiological defining dictionary. Aimed at
adult native speakers and usually published in a single volume — although the
volume may range from compact and portable to very bulky and unwieldy
— this latter is the prototypical dictionary of dictionaries in most European
lexicographies. Alphabetically ordered lemmas, representing in the main
unmarked contemporary standard vocabulary, are supplied with semantic
explanations or descriptions of various kinds. Often there is much other in-
formation as well. The more than 70 types of specialized dictionaries derive
mainly from different types of marked lemmas in the macro-structure or from
different types of lexicographic information other than the definitions in the
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micro-structure (see Section 2.3.3). Marked lemmas include archaisms, neo-
logisms, regionalisms, and internationalisms. There are dictionaries devoted
to all these and many other lemma types. Syntagmatic information underlies
dictionaries of syntactic patterns or valency, collocations, fixed phrases
and idioms, proverbs and quotations. Paradigmatic information underlies
onomasiological dictionaries, which move from concepts or word meanings to
word forms as the expression of these concepts. They include dictionaries
which classify and list synonyms with or without sense discrimination and
meaning description — the former are discriminating, the latter cumulative
synonymies — reverse and word-family dictionaries, and the thesaurus. From
other categories of lexicographic information derive dictionaries of spelling,
pronunciation, inflections, frequency and etymology, and chronological dic-
tionaries. There are dictionaries dealing inter alia with specific text types, texts
by individual authors, and concordances. This essentially phenomenological
typology is complemented by a functional one based on the intended use and
target group. Included here are children’s and learners” dictionaries, both for
native and non-native speakers, as well as dictionaries of core vocabulary, all
of which are pedagogic in orientation.

This typology is neither exhaustive nor uncontested. It does not seek expli-
citly to account for all of the many mixed or hybrid types of lexicographic
reference works. Nor can it reflect the fact that different traditions can favor
different dictionary types. It also needs to be said that the typology classifies
printed dictionaries and that it remains to be seen what impact the electronic
presentation of lexicographic information with its different possibilities will
have on dictionary typology. The many types of reference works classified in
this typology are all dictionaries or word books. The overwhelming majority
contain the term dictionary (dictionnaire, Worterbuch) in the title, and it is this
term that is firmly entrenched as the coverall designation of works of lexical or
word-centered reference. Few others have survived. Glossary is used of an
alphabetical list of selected items with definitions and/or translation equi-
valents as found commonly at the back of subject-area textbooks or language
course books. Vocabulary can be used similarly, but most commonly refers to
the lexical items of a given language, also of a language variety, speaker, or
text, taken collectively and studied in lexicology but not necessarily codified
and described in lexicography. Part synonyms are lexis and lexicon, both of
which are also used as antonyms of grammar. Lexicon is used further, often in
the collocation or compound mental lexicon, for words and vocabulary stored
and processed in the speaker’s mind. As a label for a lexicographic reference
work it is now generally applied in English to specialized or technical works
or to dictionaries of classical languages such as Greek or Arabic. It is thus
more restricted than its one-time synonym dictionary. McArthur’s Longman
Lexicon of Contemporary English, 1981, however, is a type of thesaurus. In
modern lexicographic use (Hiillen, 1999), thesaurus refers to a word book that
classifies and groups lexical items of a language, variety, or subject area
according to sense relations, especially synonymy, in semantic sets and arranges
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and presents them alphabetically and/or thematically or conceptually. All
thematic and some alphabetical thesauruses now have alphabetical indexes to
ensure easy access, especially when the items are grouped according to a
philosophical world view such as those which determined the organization of
older thematic encyclopedias. At one level thesaurus is used as a hyponym and
at another level as an antonym of dictionary: the thesaurus is both a type of
dictionary and it also contrasts with the dictionary proper, as reflected in
the titles of combined dictionaries-cum-thesauruses such as Collins (Concise,
Compact) Dictionary and Thesaurus. The dictionary proper here is the alphabetical
semasiological defining dictionary, and this type represents the stock answer
to the question, what is a dictionary?

2.3.3 Component parts of the dictionary

Three major component parts may be distinguished in the structure of the
dictionary: outside or additional matter, macro-structure, and micro-structure.
All can vary very considerably in size and content according to dictionary
type and to the specifications of a particular dictionary project, and indeed
between successive editions of the same work. They are discussed here
with reference only to monolingual general-purpose defining dictionaries, the
standard type of trade dictionary.

The components additional to the central word list or the dictionary entries
from A to Z consist of front, middle, and back matter, often including the
inside covers and, increasingly, the outside covers and dust jacket. The front
matter contains most importantly a user’s guide or key to the dictionary. The
key is now considered essential, but often seems to be ignored by users and
reviewers alike. It explains style, structure and content of the dictionary: the
metalanguage, symbols and codes used, the punctuation and the complex
typography, and the layout of the entries. It often takes the form of reproduc-
tions of sample entries with each component of the macro- and micro-
structure highlighted and commented on in turn. It sometimes stands alone
and sometimes accompanies a longer introduction to the dictionary outlining
the editorial principles underlying the work. The middle matter might consist
of small, half- or full-page panels devoted to grammar and/or usage notes,
frequency charts, word-formation items and patterns, lexical sets or pragmatic
conventions; or it might feature inserted study pages, maps, illustrations, and
encyclopedic information, sometimes in color and/or on different paper
to make the inserts stand out. In many cases the material in such inserts is
reserved for appendices in the back matter. These might contain both lin-
guistic and encyclopedic information of all kinds ranging from style guides,
prefixes and suffixes, and different alphabets to weights and measures,
chemical elements, and countries of the world. Some dictionaries have no back
matter, others have as many as 100 pages of appendices. While much of the
front matter is essentially similar from one dictionary to the next, the middle
and back matter tend to be much more varied and individual.
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Macro-structure refers to the list and organization of the lexical items
entered in the dictionary, the lemmas or headwords. Lemma is preferred here
as it is neutral on the morphological status of the items. In practical terms the
lemma list depends on the projected size and scope of the dictionary. It ranges
from reasonably comprehensive, as in large unabridged works, to highly
selective, as in small pocket dictionaries. Depending on size and intention,
current one-volume defining dictionaries tend to emphasize the central core
vocabulary of present-day standard usage and to focus as well on new words
and senses and on terms from science and technology. The organization of the
lemmas is now almost always alphabetical. Decisions must be made on giving
each item main lemma status or distinguishing between main lemmas and
sub-lemmas. In the latter case, lexicographers must determine on what grounds
main lemmas are distinguished from sub-lemmas, how these are grouped or
organized in nests or niches, and whether all or some of the sub-lemmas are
supplied with a full or partial range of lexicographic information or whether
they are simply listed as run-ons. Decisions must also be made on the ordering
of homographic lemmas and on the typography of the different types of
lemma. Here, as elsewhere, the chief macro-structural criterion must be user-
friendliness: the user must be able to find the item looked for as quickly and
easily as possible.

Micro-structure refers to the lexicographic information on the lemma
contained in the dictionary article. Different dictionaries have different
policies on the information they regard as lexically relevant and on the order
in which they present it. The micro-structure routinely provides information
on the form, meaning and use of the lemma. Formal information may include
spelling and pronunciation, usually with accepted variants in different
standard varieties; base and inflected forms; syntactic category including
part-of-speech and sub-category, e.g., transitive or ergative verb, predicat-
ive adjective, or mass noun. Semantic information includes definitions or
explanations of literal and figurative, denotative and connotative meanings.
These may take the form of synonyms or near-synonyms, for instance,
analytical definitions with genus proximum and differentiae specificae,
paraphrases or formulae. They are usually supplemented by paradigmatic
information on lexical fields involving synonyms, antonyms, or hyponyms; by
syntagmatic information on lexical collocation, grammatical colligation and
complementation, and on use in idioms, proverbs, and other fixed phrases
and chunks; and by pragmatic information or diasystematic marking on
register, frequency, currency, style, status, and subject area. They may be
complemented by pictorial illustrations, authentic, adapted and constructed
textual examples, usage notes and short synonym essays, indications of
word-formational activity, especially derivatives and compounds if these are
not lemmatised and described separately, and by cross-references to other
entries or to extra-textual middle and back matter. As with the macro-
structure, the typography and lay-out of the micro-structure must above all
be user-friendly.
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2.4 Dictionaries in Applied Linguistics

Wherever languages are used and wherever languages are taught and learned,
especially in educational settings, dictionaries play a central role. As already
discussed (see Section 2.2), lexicography is thus not only a field of profes-
sional, commercial, and academic activity in its own right, but also very much
an integral part of applied linguistics and its constituent subject areas. The
most obvious area is first and second/foreign language teaching and learning
at all ages and levels of education, an area that some virtually equate with
applied linguistics and that is by common consent certainly one of the core
activities of applied linguistics (see Section 2.5). A few examples of other areas
of professional applied linguistics must suffice here.

One such area is translation. Professional translators need and use diction-
aries of different types according to the nature of the translation, general or
specialized, literary or scientific. The dictionaries range from general-purpose
dictionaries of the second language and thesauruses and synonym dictionaries
of the first language to mono- and bilingual subject-specific technical diction-
aries and glossaries. Not for nothing is the general bilingual dictionary known
as a translation dictionary, although in this context translation must be seen as
a traditional exercise in second/foreign language teaching and learning as
well as a professional activity. The work of lexicographers and translators
has much in common, and the latter can be expert informants for practicing
lexicographers, more so perhaps than linguists. Technical translators must have
the combination of linguistic and encyclopedic or content knowledge and
an ability at written expression needed by specialist lexicographers. Literary
translators must have an ability to extract meaning from text in one language
and to arrive at an equivalent formulation in another that could only benefit
bilingual lexicographers. They also have a highly developed feeling for sense
discrimination and explanation that would make them ideal consultants on or
compilers of thesauruses.

Other areas of applied linguistics are communication in the professions
and languages for special purposes, both of which have at their disposal a
vast range of specialized, subject-specific reference works, be it in law,
medicine and engineering, or in the sciences and technologies (Bergenholtz
& Tarp, 1995). Both areas draw inter alia on terminological lexicography or
terminography and use as editors and/or consultants experts in the relevant
subject area or areas being treated. Linguistic knowledge as such may or
may not play a role. Dictionaries and glossaries of technical terms may be
mono- and, increasingly frequently, multilingual, with international standards
organizations seeking to establish equivalence of standardized terms and
concepts across languages. They tend to be thematic rather than alphabetical
in organization and presentation in accordance with their concentration
on word meanings rather than word forms and on concepts within a given
taxonomy. To handle the problem of the sheer number of terms in some areas
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they make full use of the possibilities now offered by electronic storage and
presentation.

A further area is language planning, both corpus planning and status
planning, in which the role of lexicography has been and is as central as it is
complex. In the modern period of western European lexicography, mainstream
dictionaries have been absolutely instrumental in the establishment of stand-
ard varieties of the different vernaculars, especially in written use, and in their
gradual emancipation from Latin. Regardless of whether they have been
avowedly descriptive or explicitly prescriptive and normative in intention and
approach, they have codified and helped standardize spelling, pronunciation,
meaning, and usage and they have acquired the status of linguistic authorities
in the eyes of many, if not most users. The authoritarian tradition is firmly
established, and publishers still often appeal to it in their advertising. Indeed,
the history of mainstream dictionaries can be seen inter alia as a history of the
longstanding and ongoing conflict between the descriptive and the prescript-
ive, one notable chapter of which was the controversy over Webster’s Third
New International Dictionary in the 1960s (Sledd & Ebbit, 1962; Morton, 1994).
The dictionary editors favored a strongly descriptive policy aiming to record
and describe authoritatively contemporary English usage as documented in
extensive citation files. Where appropriate, they included clear pragmatic
information on debated usage, but did not set out to be an authoritarian arbiter
usus, being concerned to avoid prescribing or proscribing usage. A case in
point is the entry on ain’t reproduced slightly enlarged in Figure 2.1. In some
quarters this policy was viewed as a permissive abdication of the alleged
responsibility of lexicographers not only to describe what is used and how but
also to prescribe what should or should not be used. While attempts to
buy out the publishers and remove the dictionary from circulation failed, the
controversy produced avowedly rival works such as The American Heritage
Dictionary, 1969, which featured usage notes informed by a panel of more than
100 representatives of the literary establishment. Its echoes can still be clearly
heard in later dictionaries, where a separate usage note on ain’t, for instance, is
often longer than the actual lexicographic description itself. One example is
The Reader’s Digest Great Illustrated Dictionary, 1984 (see Figure 2.2).

The same European dictionaries played as much a role in status planning as
in corpus planning, certainly in terms of nation building. The multi-volume

ain’t \'ant\ also an’t \'' also 'ant or like AREN'T\ [prob.
contr, of are not, is not, am not, & have not]l 1 a ¢ are not {you
~ going) (they ~ here) (things ~ what they used to be)
b ¢ is not (4t ~ raining) <(he’s here, ~ he) ¢ ¢ am not {J ~
recady) — though disapproved by many and more common in
less educated speech, used orally in most parts of the U. S.
by many cultivated speakers esp. in the phrase ain’t I 2 sub-
stand @& : have not {I ~ scen him) (you ~ told us) b ¢ has
not (he ~ got the time) {(~ the doctor come yet)

Figure 2.1 Definition of ain’t from Webster’s Third New International Dictionary
By permission. From Webster’s Third New International® Dictionary, Unabridged,
© 1993 by Merriam-Webster, Incorporated.



Lexicography 67

ain’t (aynt). Nonstandard. Contraction of am not. Also extended in
use 1o mean are not, is not, has not, and have not.

Usage: Although widely used in colloquial speech, ain’r is con-
sidered nonstandard by educated speakers. It should always be
avoided in writing or formal speech. unless you are deliberately
trying to create a humorous effect, or using a fixed phrase like
Things ain’t what they used to be. Aren’t I (as in aren’t I coming 100?)
has sometimes also been attacked on the grounds that it mislead-
ingly suggests a corresponding form { are. But the full form, am /
not, is so formal that in many contexts it may be considered ridicu-
lously stilted. and aren’r I is therefore a quite acceptable usage in
educated British English. The form amn’t 1 has some currency in
regional English, especially in Scotland and Ireland, but is consid-
ered nonstandard.

Figure 2.2 Definition of ain’t from The Reader’s Digest Great Illustrated Dictionary
By permission of The Readers’s Digest Association Limited, Reader’s Digest Great
Illustrated Dictionary (1984).

scholarly and historical dictionaries inaugurated in nineteenth-century Europe,
for example, were seen as national dictionaries, and the lexicography of Noah
Webster was consciously and patriotically American. Nation building is not
just a historical issue, but is equally important in contemporary lexicography.
It underlies and supports, for instance, efforts to establish a standardized
variety of “lesser-used” European languages such as Luxembourgish or Rhaeto-
Romance. It is an important motivation in the lexicographical recording and
describing of endangered and indigenous languages by anthropological
linguists and also in the planning of comprehensive monolingual dictionaries
for languages such as Samoan and Tongan which have previously relied
on bilingual dictionaries with English. It is also an integral component of
the codification of the different standard varieties of both contiguous and
dispersed pluricentric languages. An example of the former is German, where
Osterreichisches Warterbuch, 1951, 39th edn. 2001, a government sponsored
endonormative dictionary used officially in schools, codifies Austrian Stand-
ard German as a standard variety distinct from German Standard German and
Swiss Standard German. An example of the latter is English, where different
native speaker standard varieties are now covered in national dictionaries,
for example, The Australian National Dictionary. A Dictionary of Australianisms
on Historical Principles, 1988; and The Macquarie Dictionary, 1981, 3rd edn.
1997, which advertises itself as “the arbiter of Australian English” and as
“Australia’s National Dictionary.”

2.5 Dictionaries in Second/Foreign Language
Teaching and Learning

The fundamental importance of language teaching and learning in applied
linguistics is beyond dispute. So is the role of dictionaries in languages-
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in-education planning and policy and in language education of all kinds at all
levels, and hence the status of pedagogical lexicography as a significant branch
of lexicography. It is concerned with the writing and study of dictionaries for
first and second/foreign language education and with the study of dictionary
use, especially by language teachers and learners. It involves mono-, bi-,
and multilingual works as well as general children’s, school, college, and
specialized technical dictionaries. Pedagogical lexicography is such a vast field
that a sharper focus is necessary here. The present chapter focuses specifically
on second/foreign language teaching and learning. It concentrates on mono-
lingual learners’ dictionaries, while acknowledging the importance, indeed
dominance of bilingual dictionaries and their use particularly in the earlier
stages of second/foreign language education (see Section 2.3.2). It concen-
trates further on English as a second, foreign, or international language,
while recognizing that other language communities have their own learners’
dictionaries. The current international importance of teaching and learning
English as an additional language means that the pedagogical lexicography of
English has become a worldwide issue and has been able to sustain a level of
activity not matched by other language communities, either quantitatively
or qualitatively. The same is true of the very extensive literature on English
learners’ dictionaries by international scholars. Standard English is a pluricentric
language, and it has become common, indeed necessary, to talk about Englishes
or the English languages. British English and now American English are the
leading varieties, and this is reflected in the coverage of English in monolin-
gual learners’ dictionaries or MLDs. Very recently, different English language
centers have produced their own MLDs, notably Australia and especially
America. These works notwithstanding, the leading center of English MLDs
is, without any doubt, Great Britain. For more than half a century it has
been home to a tradition of pedagogical lexicography marked by rapid and
constant change, technological advance, innovative and creative development
and response to users’ needs and to teachers” and metalexicographers’ sugges-
tions and demands, and an increasingly competitive market (Cowie, 1999;
Herbst & Popp, 1999).

The mainstream of modern British pedagogical lexicography is represented
by general-purpose MLDs for advanced learners. It dates effectively from
1948, when Oxford University Press published A Learner’s Dictionary of Current
English, edited by A. S. Hornby with E. V. Gatenby and H. Wakefield and
renamed The Advanced Learner’s Dictionary of Current English in 1952. The Oxford
dictionary established some of the salient features of MLDs as a distinctive
dictionary type. The macro-structure did not seek to be comprehensive, but
was restricted and selective with the choice of lemmas based on the classroom
experience of practicing language teachers and their knowledge and perception
of learner needs, especially those of advanced learners. On the twin principle
of frequency and utility, the emphasis was placed on words and meanings
current in the standard language. In contrast, the micro-structure was fully
developed, with the exception of historical and etymological information. This
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was omitted, and the MLD has since remained a synchronic record of present-
day English concentrating on core vocabulary and opening itself in successive
editions to new words. The received British pronunciation (RP) of each lemma
was given in the transcriptions of the International Phonetic Association (IPA).
IPA offers an international user group from diverse language backgrounds
one and the same system and has since established itself, with slight vari-
ations, as the dominant phonetic transcription in MLDs. General American
pronunciation (GA) is now recorded in addition to RP, and in CD versions
learners can listen to native speakers’ pronunciations. Grammatical informa-
tion was given for each lemma to show how it was used in current English
and to give directions for productive use or encoding. It included coded
complementation patterns for all verbs, distinctions between count and non-
count nouns, and detailed treatment of the definite and indefinite articles and
other function words. Such grammatical information has since been expanded
and refined in succeeding editions and in competing publications, notably
in the use of more user-friendly and transparent notations for verb patterns.
With the primary aim of meeting decoding or receptive needs, semantic
information included an emphasis on explicit synonym discrimination and
description, pictorial illustrations, and above all an attempt to explain
meanings as simply as possible and to avoid the lexicographic shorthand or
lexicographese common in native speaker dictionaries. Stylistic labels or
pragmatic markers were used to indicate register, range, and subject field. To
illustrate the meanings and uses of words in context, constructed textual
examples were included: Hornby was convinced that no word had meaning
until placed in context and that illustrative phrases and sentences brought the
word to life. This has remained a key principle in all modern MLDs. Further
linguistic and some encyclopedic information was provided in appendices.
Hornby published a second edition in 1963 and a third in 1974 together
with Anthony Cowie and John Windsor Lewis. It was entitled Oxford Advanced
Learner’s Dictionary of Current English (OALD), a title that has been retained
since. In 1978 a new advanced MLD appeared, the Longman Dictionary of
Contemporary English (LDOCE), edited by Paul Procter. It was essentially similar
to OALD in presentation and appearance, but included a more up-to-date
lemma list and a number of significant innovations. One was the use of a
controlled defining vocabulary of some 2,000 items, not counting derivatives
and compounds or different senses of polysemous items. If items not listed in
this defining vocabulary (DV) were used in the semantic explanations, they
were printed in small capitals and entered as lemmas in the dictionary. A
controlled defining vocabulary has since become an integral feature of MLDs.
A second innovation was a more transparent alphanumeric notation for verb
patterns and the codification of noun and adjective complementation. Fur-
ther, increased attention was paid to varieties of English other than British
English, notably American English, with IPA transcriptions given for both
British and American pronunciations. Importantly, computer assistance was
used, especially to check the consistency and use of the defining vocabulary.
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Longman published a second edition of LDOCE in 1987, to be followed in
1989 by the fourth edition of OALD, now edited by Anthony Cowie. Both
simplified the notation of their verb patterns by using more transparent codes
for formal or functional categories. LDOCE also extended the use of a com-
puterized citation corpus as the basis for its textual examples, which were
adapted by the lexicographers. In 1987 Collins Cobuild English Language Diction-
ary appeared, edited by John Sinclair. It claimed to be an essentially corpus-
based dictionary of “real English” with computer assistance fully integrated
into all aspects of the lexicographers” work. “Real” was understood in a dual
sense: on the one hand, all examples of usage were taken directly from a
computerized corpus of some 20 million running words and only very slightly
adapted, if at all, by the lexicographers; on the other, meanings and uses were
explained in a discursive, full-sentence style similar to teacher talk. This rep-
resented a radical departure from traditional defining practices as found in
native speaker dictionaries. It was designed to be user-friendly for learners of
English as an additional language, who should be met with “real” English
sentences rather than lexicographese. A further innovation was the introduc-
tion of coded semantic, pragmatic, and especially grammatical information in
an extra column with the complex codes explained in the front matter. The
dictionary was more strongly oriented to British English than its competitors,
and concentrated on a fuller micro-structural description of a smaller number
of lemmas from core vocabulary. Unlike its competitors, it had no pictorial
illustrations, and alone of all MLDs it has since continued to do without them.

In 1995 OALD appeared in a fifth edition with Jonathan Crowther as chief
editor, the third edition of LDOCE came out under the direction of Della
Summers, John Sinclair edited a second edition of Collins Cobuild English
Dictionary (CCED), and Cambridge University Press brought out the Cambridge
International Dictionary of English (CIDE), edited by Paul Procter. The new
editions were genuinely new. All included many new words in the macro-
structure and refinements and innovations in the micro-structure. CCED was
now based on a corpus of more than 200 million words. All the illustrative
examples were new. So-called “superheadwords” were introduced to give the
user an overview of highly polysemous and polyfunctional lemmas. Informa-
tion on word frequency was added in the extra column in five bands of
decreasing frequency, with the marked words together giving a claimed
95 percent coverage of written and spoken English. A defining vocabulary
was introduced. Meanings and uses were listed in order of frequency, and
pragmatic and grammatical information was revised and refined. LDOCE also
featured a large corpus basis, the British National Corpus of 100 million words
and Longman’s own extensive citation files. The most frequent 3,000 words in
written and/or spoken English were marked, and extra graphs gave details
on differences between written and spoken frequency for selected lemmas.
Index-like menus and so-called “signposts” in a different font were intro-
duced to guide users quickly to the different senses of highly polysemous
lemmas. Usage notes gave extra grammatical or semantic information, including
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meaning discrimination of synonyms. Set phrases and fixed collocations
were highlighted and defined as lexical units, especially as used in spoken
usage. Full-page full-color illustrations were introduced to illustrate preposi-
tions of position and direction, for instance, or lexical/conceptual fields such as
adjectives denoting ‘broken’. Both the notation of syntactic patterns and the
defining vocabulary were further revised. OALD now claimed to be “the diction-
ary that really teaches English.” It likewise made extensive use of the British
National Corpus and of the Oxford American English Corpus of 40 million
words, with most of the textual examples now being corpus-based. It intro-
duced for the first time a defining vocabulary of some 3,500 items. Idioms and
phrasal verbs were highlighted. Special notes gave more detailed information
on grammatical difficulties and on synonym differentiation. Extralinguistic
and cultural-encyclopedic information was provided on glossy-paper inserts,
some in full color, in addition to appendices in the back matter. The wholly
new CIDE brought further innovations to the British MLD tradition. It was
based on the Cambridge Language Survey of 100 million words taken from
the major standard varieties of English, including Australian English and an
equal representation of British and American English. It also drew on a
specialized corpus of learner English, which allowed typical learner errors to
be specifically targeted, for instance in lists of selected false friends in 16 other,
mainly European, languages. The corpus base also allowed detailed treatment
of function words and lexical and grammatical collocations. Like LDOCE,
it used typographically highlighted “guidewords” to help users distinguish
between the main senses of polysemous items, which were usually lemmatized
separately in a strongly homographic approach, and a controlled defining
vocabulary of 2,000 basic items. Grammatical information was given on the
lemmas as such and attached in coded form to the many illustrative textual
examples. It was also provided together with lexical and stylistic information
in full- and part-page language portraits on topics from adjectives and
adverbs to linking verbs, varieties of English, and words used together. A
necessary innovation was the lengthy phrase index in the back matter. It listed
multi-word items under each item a learner might look up and gave a precise
reference with page and line number to its location in the dictionary. The
index is helpful given the difficulty in locating idioms and phrases under the
multiple separate entries for productive and polysemous items like get, go, or
take. A further innovation was the use of black-and-white silhouette drawings
instead of the more traditional line drawings.

The intervals between editions have since grown even shorter. In 2000 Sally
Wehmeier edited the sixth edition of OALD. Again, it is a new work with new
words, major changes in lemmatization, revisions in the defining vocabulary,
and a pronounced emphasis on American English usage. The third edition of
CCED, with for Advanced Learners added to the title, followed in 2001. The
Bank of English corpus now counts more than 400 million words, and among
the significant changes is a similarly strong emphasis on American English.
Longman reissued its third edition in 2001, featuring blue-colored lemmas and
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usage notes and a 64-page new word supplement. These three works and CIDE
are all available with extra features including worksheets and vocabulary-
learning activities as CD-ROMs and online. The most recent addition to
this highly competitive series of MLDs is the Macmillan English Dictionary
for Advanced Learners published early in 2002 in an English and an American
edition as both a printed book and a CD. Clearly, British publishers have
become ever more conscious of the market for American English: either they
publish separate dictionaries of American English, such as Longman and
Cambridge, or they explicitly highlight their treatment of American English in
their general MLDs. They have now been joined by American publishers. At
the start of the new millennium, teachers and advanced learners of English as
a second/foreign or international language have an unparalleled lexicographic
offering to choose from. Given the high quality of the dictionaries, each with
its own individual features and particular strengths, price and personal prefer-
ence will no doubt decide the choice. The sample entries reproduced in Fig-
ure 2.3 are intended to illustrate concrete lexicographic practice in MLDs for
advanced learners. The entries on the semi-modal verb used to illustrate above
all differing treatments of the relatively uncommon negative forms used not to,
didn’t use to, didn’t used to, which are attested 12, 17, and 25 times respectively
in the British National Corpus. Reference grammars of English differ similarly
in their description of and pedagogical grammars in their advice on such
forms. They are all very much less frequent than never used to, which has 141
tokens spread over 96 texts in the British National Corpus and thus appeals as
the preferred form to teach learners of English as an additional language. The
entries on the item or items base illustrate macro-structural differences in
lemmatization policy, which ranges from homographic, with items lemmatized
separately according to word-class, to polysemous, where different word-classes
and different meanings are not reflected in the lemmatization, and also varies
in the treatment of derivatives as run-ons or as separate main or sub-lemmas.
They likewise illustrate micro-structural variation, for instance, in the descrip-
tion and ordering of meanings, the number and use of textual examples, the
presentation of grammatical and pragmatic information (e.g., frequency), or in
the treatment of phrasal verbs, phrases and idioms.

The mainstream of monolingual English pedagogical lexicography is
supported by numerous major and minor tributaries. The leading publishers,
especially in Britain, offer a whole range of general learners’ dictionaries for
all levels from beginner and elementary to upper intermediate as well as
advanced. In addition, there are many specialized works, some of which are
also available in different formats for different learner levels. They include
dictionaries of pronunciation, collocations, and particularly idioms and phrasal
verbs. There are also encyclopedic learners’ dictionaries, notably Oxford
Advanced Learner’s Encyclopedic Dictionary, 1993; and Longman Dictionary of
English Language and Culture, 1993, 2nd edn. 2000 (Stark, 1999). In addition,
there are learners’ thesauruses in a broad sense. McArthur’s Longman Lexicon
of Contemporary English, 1981, is arranged thematically with an alphabetic
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Figure 2.3 Entries on base and used in MLDs for advanced learners

(a) Reproduced from Collins COBUILD English Dictionary with the permission of
HarperCollins Publishers Ltd. © Harper-Collins Publishers Ltd 2001. Updated from
the Bank of English. Based on the COBUILD series developed in collaboration with
the University of Birmingham. COBUILD® and Bank of English® are registered
trademarks of HarperCollins Publishers Ltd.
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Figure 2.3 (b) By permission, Cambridge International Dictionary of English 1995.
© Cambridge University Press.
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Figure 2.3 (c) Reproduced from the Longman Dictionary of Contemporary English.
© Longman Group Limited 1995, reprinted by permission of Pearson Education
Limited.

index, while other works are arranged alphabetically, for example Trappes-
Lomax’s Oxford Learner’s Wordfinder Dictionary, 1997, and Longman Language
Activator, 1993. The latter is explicitly designed as a production dictionary for
encoding in English. Finally, there are a number of technical learners” diction-
aries for specific subject areas, notably for Business or Computing English.
An important development in pedagogical lexicography, the bilingualized
dictionary, seeks to combine the advantages of both monolingual and bilingual
dictionaries. Bilingualized learners’ dictionaries, or BLDs, based on different
Hornby dictionaries have been available since the 1960s for languages from
Hindi and Chinese to Hebrew and Italian. BLDs are most often unidirectional,
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Figure 2.3 (d) Reproduced from the Macmillan English Dictionary for Advanced
Learners. By permission of Macmillan Publishers Limited.

moving from English as L2 to the user’s first language as L1. They generally
retain the English lemma list of the English MLD in full, but can differ consid-
erably in their approach to micro-structural information. They may repeat
or delete the English definitions and/or examples, translate L2 definitions
literally word by word or give translation equivalents in L1. They may translate
the illustrative textual examples into L2 or not, try to render different L2
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Image Not Available

Figure 2.3 (e) Reproduced by permission of Oxford University Press from the Oxford
Advanced Learner’s Dictionary of Current English, 6th edn. by A. S. Hornby. © Oxford
University Press 2000.

registers in the L1 translations or not, or repeat, add or delete grammatical
and phonetic information. Some scholars distinguish between semi-bilingual
dictionaries, which repeat the English material but translate into L1 only the
lemma in its various meanings, and bilingualized works, which repeat and
translate more information. The former have been developed since the 1980s
particularly by Lionel Kernerman in Israel, whose beginner and intermediate
Password or K Dictionaries are now available in print and/or electronic format
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for some 30 languages. This type of learners’ dictionary has significant
potential for further expansion and development, especially in view of the
possibilities offered by electronic media.

English language pedagogical lexicography has been quick to utilize com-
puter assistance, both in the establishment and systematic use of large text
corpora as the primary basis of different dictionary projects and in the pres-
entation of lexicographical material in electronic form. The major learners’
dictionaries are available online, and it is now possible to consult simultane-
ously all or some of the different works in a publisher’s program in an
integrated search and to work interactively with them for (second/foreign)
vocabulary teaching and learning. Workbooks and work sheets, which have
traditionally accompanied learners’” dictionaries (Stark, 1990), are now appear-
ing not only in printed form but, increasingly, also as an integral component
of CD and online versions. They form an essential part of pedagogical lexico-
graphy: whatever form a learners’ dictionary takes, whether word book or
word bank, its use needs to be taught and learned systematically if it is to be
effective. It represents for teachers and learners alike perhaps the single most
valuable source of linguistic information on all aspects of the target language.
Insofar as word knowledge is inextricably linked to world knowledge (see
Section 2.3.1), it is also a source of extralinguistic, cultural information on the
society whose language is being studied. Second/foreign language teachers
need to learn to use MLDs as a resource (Kipfer, 1984; Wright, 1998), and
instruction in the use of learners’ dictionaries should be part of language
teacher education programs. Such programs need to teach learners not only to
use them effectively but also to learn with them independently and autonom-
ously. It is here that the practical interests of publishers and lexicographers,
language teachers and learners coincide. It is here too that the research
interests of applied linguists, for example in the AILA scientific commission
on Lexicology and Lexicography, and metalexicographic studies on dictionary
uses and dictionary users have their place (see Section 2.2). Over the past two
decades the literature on theoretical and practical issues in (second/foreign)
vocabulary teaching and learning has become extensive (Schmitt, 2000;
Nation, 2001). It includes some reference to dictionaries and dictionary use, for
instance as an important strategy for learning low frequency vocabulary,
and to the use in vocabulary teaching and learning of a tool long viewed as
essential by lexicographers, the concordance. But it does not yet always show
a first-hand awareness of metalexicographic research or of the many different
types of learners’ dictionaries available and their full potential, not only for
teaching and learning, but also for research on vocabulary and on vocabulary
teaching and learning. A greater cross-fertilization between pedagogical
lexicography and pedagogical lexicology would enhance and benefit the
applied linguistic endeavor, certainly in the area of second/foreign language
teaching and learning.

See also 1 LANGUAGE DESCRIPTIONS, 4 LANGUAGE CORPORA, 5 DISCOURSE
ANALYSIS.
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3 Second Language
Acquisition and
Ultimate Attainment

DAVID BIRDSONG

3.1 Introduction

In second language acquisition (L2A) research, ultimate attainment refers to
the outcome or end point of acquisition, and is used interchangeably with the
terms final state, end state, and asymptote. “Ultimate” is not to be thought
of as synonymous with “native-like,” although native-likeness is one of the
observed outcomes of L2A.

Most L2A studies have focused on the initial state, stages in L2 develop-
ment, and rates of acquisition. However, data from such studies do not directly
speak to the potential of the learner, which is an inescapable consideration
of L2A theory. As we will see, the study of ultimate attainment engages such
core L2A issues as native language influence, access to Universal Grammar
(UG), maturational effects, and fossilization.

Just as ultimate attainment is a fundamental consideration of L2A research,
L2A itself is a central concern of Applied Linguistics (or, more precisely, fol-
lowing the distinction made by this volume’s editors, of Linguistics-Applied
(L-A)). Since the mid-1950s, the understanding of how linguistic knowledge
is acquired and represented mentally has been a cornerstone of linguistic
inquiry. Starting with first language acquisition (L1A) and eventually embrac-
ing L2A, much of this inquiry has been guided by the heuristic of constraints.
By hypothesis, language acquisition is constrained epistemologically: learners’
hypotheses about the possible forms of language are finite, and are not incon-
sistent with the range of structural features of natural language grammars.
Similarly, it is believed that language acquisition is constrained maturationally:
if native-like grammars are to be acquired, the learning must begin at an early
developmental stage. One of the basic missions of L-A is to provide empirical
data that speak to the adequacy of these elemental premises of modern
linguistic theory. The methods recruited for this purpose are varied, and are
informed by research in cognitive neuroscience, linguistic theory, and experi-
mental psychology.
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We begin the chapter by outlining the reasons why researchers are
interested in investigating L2A at the end state. This rationale will provide
a context for discussion in the remainder of the chapter, where we will con-
sider a variety of ongoing research efforts relating to ultimate attainment in
L2A.

3.2 Why Study Ultimate Attainment?

Ultimate attainment data are invaluable for ongoing mainstream research in
L2A theory, in that they afford unique perspectives on the limits of L2A. On
the received view of late L2A, the upper limits of competence are not com-
parable to those of a native monolingual. “Success,” construed as attainment
of native-likeness, is ruled out in principle by advocates of the Critical Period
Hypothesis (e.g., Johnson & Newport, 1989; Long, 1990) and by those who
argue that UG and associated learning mechanisms are not available to
post-adolescent L2 acquirers (e.g., Bley-Vroman, 1989). Under these views, the
typical, if not unique, outcome of L2A is “failure” or non-native-like com-
petence. However, recent research has challenged the notion of universal or
near-universal failure (see below, and Birdsong, 1999, for a review). It appears
that native-likeness may not be so rare as to be “peripheral to the enterprise of
second language acquisition theory” (Bley-Vroman, 1989; see Selinker, 1972).
Clearly, for educators and social-policy-makers, as well as for theorists, it is of
compelling interest to know more about the rate of native-like attainment. For
this purpose, the data de rigueur are those from learners at the end state; data
from any other acquisitional stage can, at best, address only indirectly the
upper limits of attainment.

In the most general terms, L2A theory tackles the question of the resemb-
lance of L2A to L1A. L1A is uniformly successful, with all normal children
attaining full competence, whereas in L2A there are various outcomes. As we
will see below, the mature grammar may be incomplete vis-a-vis the target
grammar, or it may diverge from it. And, unlike L1A, certain L2 learner gram-
mars have been characterized as non-deterministic, or probabilistic. Perhaps
the most basic issue in L2A research is whether this difference in ends (.e.,
final states) implies different means (i.e., learning procedures), as suggested
by Bley-Vroman’s (1989) Fundamental Difference Hypothesis. The obverse
question can also be posed, namely, whether, in those cases where native-like
attainment is observed, L1A-like learning (with access to UG) is necessarily
involved.

The age factor in L2A is another domain in which ultimate attainment data
figure prominently. It is widely recognized that the age at which L2A begins
is reliably the strongest predictor of level of ultimate attainment. At issue,
however, is the nature of this function. If there is a linear decrement in per-
formance over all ages of immersion, this suggests a general age effect, with
the possibility that experiential factors covarying with age may be implicated.
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If, on the other hand, the age effect ceases at a maturationally-defined devel-
opmental point, and is not predictive thereafter, this suggests a qualitative
change in learning. Researchers also look for evidence of discontinuity in the
age function, which would suggest the start of a decline from peak levels of
sensitivity (e.g., Flege, 1999).

With end-state data one brings a privileged perspective to the perennial
question of native language effects. In particular, one looks at the pairing of
different L1s with a single L2 to determine if there is a corresponding varying
incidence of native-likeness. In addition, there is the question of whether some
areas of the L2 grammar, but not others, are ultimately mastered, and if this
asymmetry is a function of the learner’s native language (Bialystok & Hakuta,
1999; Bialystok & Miller, 1999).

Ultimate attainment data are useful when investigating other linguistically-
motivated distinctions as well. One may compare, for example, learner
proficiency on low-level phonetic features, which are presumably learned in a
data-driven, frequency-sensitive manner, to the acquisition of morphosyntactic
features such as that-trace, which are deductive consequences of parameter
resetting, and whose acquisition is not dependent on frequency in the input. A
similar logic is applied to the acquisition of regular versus irregular verb past
and noun plural morphology (Birdsong & Flege, 2001).

In the remainder of this chapter we will consider a number of topics that fall
under the umbrella of ultimate attainment in L2A. The emphasis will be on
late learners, who typically are defined in terms of having arrived in the target
language setting at age 12 or later. (Most studies operationalize age of learning
in terms of age of immersion or age of arrival (AOA) in the target country, not
in terms of age of first exposure, which typically is brief or sporadic, and
which may take the form of school study, watching films or TV, or vacations.)

3.3 Non-Native-Like Outcomes in L2A

As pointed out by Sorace (1993, pp. 23-4), learners at the end state may
have a grammar of the L2 that lacks some property P of the target grammar;
accordingly this grammar is said to be incomplete. Another type of non-
native-like grammatical representation is divergence, whereby property P is
instantiated but in a manner that is not consistent with that property of the
target grammar. On the basis of grammaticality judgments of Italian
unaccusative constructions, Sorace found that French learners of L2 Italian
preferred avere to essere in instances where both auxiliaries are permitted.
This outcome was considered divergent with respect to the target grammar.
English natives, on the other hand, did not show a principled preference
for either essere or avere, even in contexts where essere only was permitted
(i.e., sentences with clitic-climbing). Sorace therefore concluded that their
grammar was incomplete with respect to the range of features associated with
unaccusativity in Italian.
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A variant of incompleteness in grammatical representation is indeterminacy.
Indeterminate or probabilistic grammars are characterized by variability in
intuitions for grammaticality from Time 1 to Time 2. Such inconsistency was
observed by Johnson et al. (1996) in a sample of Chinese-speaking adult
learners of English at end state (mean length of residence = 6.45 years). By
Johnson et al.’s reckoning, some 35 percent of the learner performance in their
sample was attributable to guessing, response bias, or problems with retrieving
the target form from memory.

As Johnson et al. point out, what appears to be indeterminacy may actually
reflect optionality in the grammar, i.e., a representation that allows multiple
surface realizations of a single construction, such as the choice of relatives in
There’s the boy (that/whom/0) Mary likes. In L2A, a learner who accepts John
*secked Fred at Time 1, then John sought Fred at Time 2, might be inconsistent
not because of indeterminacy in the grammar, but because the grammar per-
mits both forms optionally. (Observe that optionality in this instance would
reflect a grammar that diverges from the English target grammar.)

Non-native-like outcomes have been examined in the context of UG. Schachter
(1990) maintains that an L2 learner’s access to UG principles is incomplete,
that is, it is restricted to those principles that are instantiated in the learner’s
L1. Johnson and Newport (1991) suggest that subjacency “survives in a weak
and probabilistic form” (p. 237) among Sinophone late learners of English.
In addition to indeterminacy, Johnson and Newport (1991) find divergence
in the form of non-compliance with UG, that is, learner structures that are not
consistent with any known natural language (see also E. C. Klein, 1995).

3.4 A Closer Look at the Concept

First let us recall that, as we noted at the beginning of this chapter, “ultimate
attainment” is not to be misunderstood as suggesting native-likeness. Rather,
it refers to the end point of L2A, irrespective of degree of approximation to the
native grammar. Moving beyond this clarification, let us try to pin down
conceptually what is meant by the term. At a basic level of understanding, the
notion of end state in L2A is no different from its counterpart in L1A, as both
denote the mature grammar. However, as we have just seen, the end state of
L2A may be non-deterministic, and thereby differ qualitatively from the L1A
end state. As a result, the idealization of the mature grammar as a “steady-
state grammar” must be finessed: compared with L1, the L2 steady state seems
“unsteady,” as it admits more variability in surface realizations and more
uncertainty of intuitions. This is the nature of an indeterminate end-state L2
grammar, and as such this outcome should not be confused with “backsliding”
or ongoing grammatical re-representation, which would suggest learning still
in progress (see Johnson et al., 1996, p. 336 for further discussion of this dis-
tinction). With this understanding, it should be clear that the labels “end state,”
“final state,” “asymptote,” and “ultimate attainment” are not inappropriately
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applied to the outcome of L2A. (Splitting hairs, the label “asymptote” is often
associated with a learning function that continuously approaches but does not
reach the horizontal asymptote. This conceptualization of the mature state (in
both L1A and L2A) allows for incremental progress, and thus no absolute
finality, in learning. This view would accommodate additions of novel lexical
items (along with idioms, slang, dialectal variants, technical jargon, etc.)
and occasional changes in surface morphological or phonetic forms, but not
re-representation of the underlying grammar.)

We are still left with the matter of determining when the end state has been
reached. For example, how do we know that the abstract features associated
with functional heads have been set, permanently, to native-like or non-
native-like values (see, e.g., Lardiere, 1998)? To a large extent, the answer to
this question depends on the adequacy of our methods for probing learner
grammars. That is, we need reliable data — ideally, convergent evidence from
multiple elicitation methods — and sensible interpretation of these data. If the
data were longitudinal, researchers would be better able to determine whether
dissimilar performance at Time X and Time Y reflects ongoing learning or a
probabilistic end-state grammar. Moreover, with a longitudinal approach one
could safely conclude that similar performances over Times X, Y, Z, etc. reflect
an asymptotic level of attainment. As it happens, however, most studies of
ultimate attainment are one-shot observations. In such cases, researchers have
arbitrarily, but not unreasonably, established a length-of-exposure proxy for
the L2 end state. Thus, for example, Johnson et al. (1996) operationalized
the asymptote as a minimum of five years of immersion in the US. In Flege,
Yeni-Komshian, and Liu (1999), participants were required to have lived at
least eight years in the US. Birdsong and Flege (2001) employed a criterion of
ten years or more of residence as a proxy for L2 ultimate attainment.

Common-sense caveats apply. An immigrant with ten years’ residence in
the target country, yet isolated socially from native speakers, may not
have attained the levels of L2 competence he is capable of. Thrust into an
immersion situation after these ten years of isolation, this hypothetical learner
is likely to go on to higher levels of attainment. Relatedly, one cannot assume
that learners with comparable lengths of residence, even if fully immersed,
have comparable levels of proficiency. That is — mindful again of the distinc-
tion between ultimate attainment and native-likeness — the assumption that
the L2 end state has been reached is independent of observable levels of L2
proficiency. With this understanding, one may distinguish conceptually as
well as methodologically between L2A studies that refer to their subjects as
“near-natives” and those that sample learners at the end state.

3.5 A Note on Fossilization

Since the term was popularized in the L2A context by Selinker (1972), “fossil-
ization” has been understood in various ways, among them, as a process, as a
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cognitive mechanism, and as a result of learning. Selinker and Han (2000)
catalogue various learner behaviors that researchers have associated with
fossilization. These include backsliding, low proficiency, errors that are
impervious to negative evidence, and persistent non-targetlike perform-
ance. They also list a host of proposed explanations for these behaviors, such
as simplification, avoidance, end of sensitivity to language data, and lack of
understanding, acculturation, input, or corrective feedback.

Unquestionably, the study of various representational and acquisitional facts
that might fall under the umbrella of fossilization has advanced our know-
ledge of L2A. But among researchers there is disagreement at the most basic
level, for example, on whether fossilization is an explanans or an explanandum,
whether it is a process or a product, whether its domain extends to L1A, and
whether it refers to invariant non-native forms or variable non-native forms
(Han, 1998). Fossilization appears to be a protean, catch-all term that fails to
capture a unitary or even coherent construct. This being the case, one must
recognize the limitations of attempts to characterize the nature of fossilization.
For the sake of descriptive and explanatory precision, it may be more reasonable
to investigate discrete products, processes, behaviors, and epistemological states
of L2A. Imagine, for example, that a given learner at presumed L2A asymptote
exemplifies Behavior A (e.g., use of the imperfective to encode progressive
past aspect) and Behavior B (e.g., use of the imperfective in telic contexts);
Behavior A is native-like and Behavior B is non-native-like. Imagine further
that Behavior A appears to be unsystematic, perhaps reflecting a probabilistic
grammar, while Behavior B is invariant, suggesting a stable divergent grammar.
The unique character of each behavior makes each worthy of investigation in
its own right. Trying to decide whether one or both behaviors qualify as
“fossilization” is unnecessary. Moreover, such labeling would not meaningfully
illuminate matters, and would be likely to provoke unhelpful disputes over
“questions of semantics.” It is self-defeating to be so bound to a term — which
to date has defied attempts at meaningful characterization — that fundamental
descriptive and explanatory goals become obscured.

3.6 Ultimate Attainment and the Critical
Period Hypothesis: The Age Function

A key feature of the Critical Period Hypothesis for second language acquisition
(CPH/L2A) is the prediction that native-like attainment in a second language
will not be possible if the start of L2A is delayed past a certain critical age.
(For consideration of what the critical age might be, see Long, 1990; Moyer,
1999; and discussion below. For a review of the different formulations of the
CPH/L2A, see Birdsong, 1999.) Because the CPH/L2A addresses the upper
limits of attainment possible in L2A, the only evidence that is decisively
relevant to the adequacy of the CPH/L2A comes from learners at the L2A end
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state. (Surprisingly, this common-sense requirement is not met in all studies
purporting to test the CPH/L2A.)

As a general rule, level of ultimate attainment in L2A is predicted by age of
arrival in the target country. Note that other age-related factors such as age of
initial exposure, particularly in classroom contexts, are not strongly predictive;
see, e.g., Birdsong and Molis, 2001; Johnson and Newport, 1989. After age of
arrival, the strongest predictor appears to be amount of L2 input and inter-
action (e.g., Birdsong & Molis, 2001; Flege, 1999; Flege, Frieda, & Nozawa,
1997; Flege, Yeni-Komshian, & Liu, 1999). For discussion of other endogenous
and exogenous variables, see, e.g., Bialystok and Miller (1999); Hyltenstam
and Abrahamsson (2000); W. Klein (1995).

Not all apparent age effects are maturational in nature. Johnson and
Newport (1989), articulating the logic of a critical period for L2A, point out
that attainment should correlate negatively with age of arrival (AOA), just in
cases of learners whose AOAs predate the end of maturation. However, under
the CPH/L2A, correlations of AOA with attainment should not be observed in
cases where the AOA is later than the end of maturation, since maturational
factors could no longer be at play.

With a sample of Chinese and Korean learners of English assumed to be
at asymptote (= 5 years’ residence), Johnson and Newport (1989) obtained
exactly this type of result. Participants were asked to provide grammaticality
judgments for 276 English sentences presented on an audiotape. Stimuli
exemplified basic surface contrasts in English, for example, regular verb
morphology:

(1) Every Friday our neighbor washes her car.
*Every Friday our neighbor wash her car

irregular noun morphology:

(2) Two mice ran into the house this morning.
*Two mouses ran into the house this morning

and particle placement:

(3) The horse jumped over the fence yesterday.
*The horse jumped the fence over yesterday

Accuracy on the judgment task varied as a function of age for those subjects
whose AOA was less than 16 years (r = —0.87), but not for later arrivers
(r=-0.16). Birdsong and Molis (2001) conducted a replication study of Johnson
and Newport (1989). Using the original materials and methods, but Spanish
natives as their subjects, Birdsong and Molis obtained very different results.
Learners with AOA <16 performed at ceiling (r = —0.23), while the performance
of later arrivals was predicted by AOA (r = -0.69).
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Other studies of late learners (e.g., Birdsong, 1992) have observed significant
correlations of attainment with AOA. Interestingly, Bialystok and Hakuta (1994,
p. 69), reanalyzing the Johnson and Newport (1989) data, found a significant
correlation of age and performance among late arrivals if the lower end of the
late arrival group was set at 20 years. Many studies, including Johnson and
Newport (1989) have found correlations of performance with AOA when later
and earlier arrivals are pooled (Bialystok & Hakuta, 1999; DeKeyser, 2000;
Flege, 1999; Oyama, 1976). A correlation of AOA with declining performance
past the end of maturation — indeed, over the entire life span — has been
viewed as a priori evidence for falsification of maturational accounts of L2A
(Pulvermiiller & Schumann, 1994, p. 684).

Researchers (e.g., Bialystok & Hakuta, 1999; Flege, 1999) have also argued
that a distribution of end-state performance, to be consistent with the CPH/
L2A, should incorporate a point of inflection, an “elbow” corresponding to
the start of a decline in learning ability, i.e., the offset of the period of peak
sensitivity. Flege (1999, p. 104), finding no evidence for such non-linearity in
studies of L2 pronunciation, states: “In my view, the lack of a non-linearity
in the function relating AOA to degree of foreign accent is inconsistent with
the view that a critical period exists for speech learning.” Further, a series
of regression analyses performed by Birdsong and Molis (2001) on their data
suggests that, if there is an inflection point in the age function, it occurs at a
point past the end of maturation (> 18 years). That is, the observed decline
begins at a developmental point where sensitivity should presumably be
already at its lowest level. (For further discussion of the timing of age-related
effects and its relevance to the CPH/L2A, see Birdsong & Molis, 2001; Elman
et al., 1996, pp. 187-8; Moyer, 1999, p. 100. For consideration of biographical
factors that may covary with AOA, and that are unrelated to maturation, see
Bialystok & Hakuta, 1999.)

Birdsong (in press) argues that even if one ignores the timing of the age
effects in L2A, the shape of the age function is inconsistent with standard
conceptions of critical periods. According to Bornstein (1989), one of the
characteristic features of a critical period is an end to enhanced receptivity
or sensitivity. That is, after the peak of sensitivity, there is a decline — the
beginning of the offset phase of the critical period — which culminates at a
point of zero or baseline sensitivity marking the end of the offset phase. From
this point on, sensitivity should not decline further. The overall age function
should resemble a stretched ‘Z,” as described by Johnson and Newport (1989,
p. 79) and Pinker (1994, p. 293).

In contrast, a meta-analysis of L2A end-state studies (Birdsong, in press)
reveals a consistent picture of ongoing declines in attainment over the span
of AOA. These indefinitely-persisting age effects usually take the form of a
simple straight-line decline or a stretched “7” shape, the bottom end pulled
rightward. With no apparent end to the decline of sensitivity, the notion of a
bounded time frame, or critical “period” of sensitivity, fails to match up with
the ultimate attainment data.
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3.7 The Incidence of Native-Like Attainment

Along with post-maturational age effects in ultimate attainment, native-
likeness among late learners of L2 has been considered as a criterion for
falsification of the CPH/L2A. In fact, Long (1990, p. 255) maintained that a
single case of demonstrable native-like proficiency among late learners would
be sufficient to refute the CPH/L2A.

Such a standard was not out of keeping with the Zeitgeist of the late 1980s
and early 1990s. Non-native-likeness was the presumed end state of post-
pubertal L2A, and there was little or no empirical evidence to the contrary
(see the comprehensive review by Long, 1990). Estimates of the incidence of
native-likeness ranged from near 0 (Bley-Vroman, 1989) to 5 percent (Selinker,
1972). Success in adult L2A was thought to be so rare as to be pathological, in
the sense that the rate of native-like attainment could be compared to the rate
of failure to acquire a first language (Bley-Vroman, 1989). Mainstream texts
deemed a lack of mastery a basic characteristic of late L2A, a fact in need of an
explanation (e.g., Towell & Hawkins, 1994).

Two studies in particular contributed to this view: Coppieters (1987) and
Johnson and Newport (1989). Coppieters studied 21 near-native speakers
of French from varying L1 backgrounds. All were late learners who had
resided in France for at least five and a half years. Participants judged
the grammaticality of 107 complex French sentences, some of which exempli-
fied language-specific structures, such as the choice of subject pronoun in
identificational constructions:

(4) Qui est Victor Hugo? Who is Victor Hugo?
C’est un grand écrivain.
He’s [identification function] a great writer.
*I1 est un grand écrivain.
He’s [anaphoric function] a great writer.

Other items illustrated universal constraints or principles, for example, use
and placement of the clitic en, which varies according to the predicate:

(5) Elle en aime l'auteur.
She likes its author.
*Elle en téléphone a l'auteur.
She telephones its author.

Twenty monolingual native speakers of French served as controls, and the
judgments of both groups were compared to acceptability norms. In the
Coppieters sample the observed incidence of native-likeness was zero.

A similar result was obtained in the Johnson and Newport (1989) study.
Among their 23 late learners, the highest score was 254 out of 276. The lowest
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score among native controls was 265. The researchers consider this depressed
performance to be consistent with the idea of maturational constraints in L2A.
Indeed, among late learners, non-native-likeness is thought to be an inevitable
outcome: “for adults, later age of acquisition determines that one will not
become native or near-native in a language” (Johnson & Newport, 1989, p. 81).

Since the publication of these two highly influential papers, replication studies
have been carried out. With tasks and stimuli modeled on Coppieters (1987),
Birdsong (1992) looked at the acquisition of French by 20 native speakers of
English. All had been exposed to French post-pubertally (range = 11-28 years,
mean = 14.9); all had been residing in France for at least three years (range
3-36 years, mean = 11.8 years). Mean age of arrival was 28.5 years (range =
19-48). On scalar grammaticality judgments, the performance of more than
half of the 20 experimental subjects was within the range of performance of
native controls.

Differences between the two studies are likely the result of variation in
procedural controls and subject sampling, details of which are found in Birdsong
(1992). It is unlikely that native-like levels of attainment are attributable to
stimuli choice. The replication used many of the original stimuli (such as (4)
and (5) above), and the additional stimuli exemplified subtle and complex
features of the French grammar, for example, prenominal past participle:

(6) Le tres-connu Marcel Proust vient d’arriver.
The well-known Marcel Proust just arrived.

that-trace:

(7)  *Qui crois-tu qui rendra visite a Marc?
Who do you think [that] will visit Marc?

adjacency (verb raising):

(8) Les garcons regardent avec intérét la télévision.
The boys look with interest at the television.

Several other studies have attested native-like performance among late
learners. For 20 Sinophone and 20 Francophone subjects, all late learners of
English, Cranshaw (1997) studied the acquisition of tense and aspect in Eng-
lish. The study involved a series of production and judgment tasks. Over all
tasks, three of the Francophones and one Sinophone performed like English
native controls. Van Wuijtswinkel (1994), using a grammaticality judgment
task based in part on the Johnson and Newport (1989) items, tested Dutch
natives who began learning English after age 12. In one group van Wuijtswinkel
studied, 8 of 26 participants performed like native English speakers, and in
another group 7 of 8 were indistinguishable from natives. White and Genesee
(1996) investigated the acquisition of subtle properties of English syntax. Their
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subjects were Montréal Francophones, whose first significant exposure to
English had taken place after age 12. Some 16 of the 45 participants had demon-
strated English-native-like performance on various screening measures. These
subjects performed like natives on production and judgment tasks involving
wh-extraction, e.g., What did the newspaper report the minister had done? In
another study where anglophone subjects were pre-screened for native-like
performance (here, screening involved oral interviews and a proficiency test),
Montrul and Slabakova (2001) studied the L2 acquisition of the Spanish preterit/
imperfective distinction. Participants” average age of exposure to Spanish was
about 15 years (range = 12-24), and they were not living in a Hispanophone
country at the time of testing. Across a variety of tasks and sentence types,
35 percent of the sample performed like native controls. A lower rate of native-
likeness was observed by Birdsong and Molis (2001), using the Johnson and
Newport (1989) instrument. Of the 32 late arrivals (AOA range = 17-44 years),
only one scored within the native range of performance. However, 13 of these
participants scored at a 92 percent level of accuracy or above.

To allow for meaningful extrapolations to L2 learning generally, the incidence
of native-like attainment, expressed as a proportion of the participant sample,
must not be established on the basis of a “stacked deck” — a group of subjects
who have been pre-screened for demonstrably high attainment (or for having
extraordinary motivation, input/interaction with natives, etc.). In unscreened
samples of learners at presumed L2 asymptote, the levels of ultimate attainment
represented are quite diverse, and desirably so. In this type of sampling, the
observed rates of native-like attainment (usually from 5 to 15 percent of the
sample) may be more safely generalized to broader populations.

Typically, native-likeness among late learners is observed less frequently in
the area of pronunciation than in morphosyntax (e.g., Oyama, 1982; Patkowski,
1980; Scovel, 1988; see also Flege, 1999, for an overview). For example, in Flege,
Munro, & MacKay (1995), a 6 percent incidence of unaccented pronunciation
was found among late learners. However, none of the participants with AOA
greater than 16 years had authentic pronunciation. Such results suggest not
only that the incidence of native-like pronunciation is low, but also that the
rate continues to decline with increasing AOA, even after the presumed end of
maturation.

In contrast to the general pattern of accentedness observed in late L2A,
Bongaerts (1999) has demonstrated that Dutch late learners of English and
French (age of exposure > 12 years) can speak without accent, though the rate
of native-likeness is lower for French L2 than for English L2. Pronunciation
was sampled at the sentence level (e.g., My sister Paula prefers coffee to tea; Avec
ce brouillard horrible j'allumerais mes phares). In addition, for the French study
the complete range of nasal and oral vowels was sampled in CV (consonant-
vowel) frames (e.g., /u/ in pou, tout, and loup). Relatedly, Birdsong (2001)
performed an instrumental analysis of the pronunciation of late learners of
French (AOA = 12 years, mean AOA = 23 years) whose native language was
English. Two of the 20 subjects were indistinguishable from native Parisian
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controls in terms of voice-onset time (VOT) for word-initial consonants (e.g.,
le peére), release of word-final obstruents (e.g., le cap), and word-final vowel
duration (e.g., le dé).

To recap the preceding observations about the rate of native-likeness in
late L2A: A significant incidence of native-likeness has been found in several
studies (in addition to those mentioned above, other studies where native-
likeness is observed include Bruhn de Garavito, 1999; Ioup et al., 1994; Juffs
& Harrington, 1995; Mayberry, 1993; and White & Juffs, 1997); the rate of
native-likeness appears to be lower for features of pronunciation than for
morphosyntactic features; and varying rates of native-likeness may result from
different L1-L2 pairings.

Some researchers in bilingualism and neurocognitive development dispute
the a priori appropriateness of the native standard for the study of the L2 end
state. For example, Cook (1997) and Grosjean (1998) note that an L2 learner
can never be or become a native speaker. According to this line of thinking, it
is ill conceived to peg success in L2A theory to native-likeness. This argument
applies as well to social contexts, where immigrants are often stigmatized for
non-native-like linguistic behaviors.

Further, one could argue that the criterion of native-likeness sets the bar too
high, since late learners routinely attain quite impressive, if not native-like,
levels of L2 proficiency and linguistic knowledge. Late L2 learners rarely
resemble Genie, whose delayed L1 acquisition was characterized by profound
deficits in syntactic and morphology at various levels of analysis (Curtiss,
1977). Nor do they exhibit the extreme pathology of another late L1 learner,
Chelsea, whose output included violations of structure dependency, for
example, determiners preceding finite verbs (Curtiss, 1989).

From the perspective of research in developmental psychology and
language acquisition, however, the native competence level affords a
benchmark for comparison that permits ready interpretation of experimental
results (see also Mack, 1997). Perhaps most importantly, demonstrations
of native-likeness represent dramatic counterpoints to received views of the
upper limits of L2A, whereby the outcome of L2A is doomed to be inferior to
that of L1A.

3.8 Initial State, End State, and
Universal Grammar

Recent research in the UG/L2A framework has stressed the theoretical rela-
tionship of initial state competence to final state competence (e.g., Hardin,
2001; White, 2000). In the most basic terms, researchers make predictions about
end-state competence based on a theorized initial-state grammar. Thus, for
example, if the L2A initial state is not characterized by transfer from the L1,
and there is full access to UG, then native-like competence at the end state
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should be predicted. In contrast, if the initial state of L2A is the full L1
grammar, and there is no access to UG, then a failure to attain native-like
competence at L2 ultimate attainment is expected. Under this approach
additional aspects of the end-state grammar may also be anticipated, such as
the nature of the grammar (e.g., incomplete, divergent, indeterminate), “rogue”
or non-UG-compliant features, and effects of L1-L2 pairing.

Hardin (2001) examines in detail the relationships between initial and end
states in L2A. Under the Full Transfer/No Access theory of initial state (e.g.,
Bley-Vroman, 1989; Schachter, 1990), for example, Hardin observes that the
end-state grammar could be incomplete, divergent, and indeterminate; it may
have optionality in contexts where the L2 does not; the grammar may not
conform to constraints given by UG, and there are likely to be L1-L2 pairing
effects. Native-likeness, if observed at all, is rare, and would not be attained
via direct access to UG and associated domain-specific learning principles
but by extraction of universal properties of grammar from the L1 and use of
generalized learning principles. In contrast, by the No Transfer/Full Access
theory of the initial state (e.g., Epstein, Flynn, & Martohardjono, 1996;
Martohardjono & Flynn, 1995), the grammar at the end state should be native-
like, at least with respect to the core grammar, and there should be no
evidence of incompleteness, divergence, indeterminacy, non-native optionality,
UG-non-compliance, or L1-L2 pairing effects. An intermediate position assumes
full L1 transfer and complete access to UG (e.g., Schwartz, 1998; Schwartz &
Sprouse, 1996). Hardin (2001, p. 113) points out that native-like ultimate
attainment is not excluded under this approach, but that L1 influence is under-
stood to persist throughout L2 development. In addition to L1-L2 pairing
effects, under the Full Transfer/Full Access theory of the initial state one could
expect any number of non-native-like outcomes (incompleteness, divergence,
indeterminacy), but the grammar would conform to constraints of UG.

It is important to note that a native-like outcome in L2A does not necessarily
imply that UG is accessed. The raison d’étre of UG is to provide a solution to
the logical problem of language acquisition. That is, grammatical knowledge
at the end state is underdetermined by the linguistic evidence at the learner’s
disposal, and it is hypothesized that the constraints on grammatical form given
by UG fill in the epistemological gap. This argument applies equally to L2A
and L1A. In both instances, to discern a role for UG one must demonstrate
that there is in fact a logical problem that is solved by UG. Thus, if one wishes
to attribute observed native-likeness at the L2A end state to UG, it must be
shown that there was a logical problem in the first place and that the underlying
grammatical competence could only have been gained by access to UG.

3.9 Dissociations and Asymmetries

Pinker (e.g., Pinker, 1999) proposes a dual-mechanism model for knowledge
of regular inflectional morphology (e.g., verb pasts such as walk-ed; noun plurals
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such as cup-s) versus irregular morphology (run — ran; child — children). Under
this model, computation of regulars involves rule-based, or symbolic, process-
ing of the compositional features stem + ending, whereas irregulars are accessed
as individual units from associative memory. Unlike regulars, the representa-
tion of irregulars is sensitive to the items’ frequency in the input. Were verb
pasts and noun plurals represented under a single-system connectionist model,
on the other hand, then there would be no symbolic manipulation, and all
retrieval would require accessing inflected forms from (frequency-sensitive)
associative memory.

There is behavioral and neurofunctional evidence of dissociations between
rule-based and lexical knowledge. For example, Jaeger et al. (1996) asked native
English adults to produce past tense forms of regular, irregular, and nonce
verb stems, and found significantly different reaction times for the three types
of verbs. In addition, using positron emission tomography (PET) technology,
the researchers observed that the regular and irregular computations were
subserved by different areas of the brain and required different amounts
of cortical activation. Although most research has involved L1 adults and chil-
dren (e.g., Marcus et al., 1995; Pinker, 1999; Ullman et al., 1997), Beck (1997),
Marzilli and O’Brien (2000), and others have obtained experimental evidence
for regular-irregular dissociations in L2A short of asymptote (see, however,
discussion of Brovetto & Ullman, 2001, below).

The end-state perspective was adopted by Flege, Yeni-Komshian, and
Liu (1999), in their study of 240 Korean learners of L2 English. From the
Johnson and Newport (1989) instrument they isolated a subset of 44 items to
represent rule-based and irregular forms. For late learners (AOA > 12), the
participants’” accuracy figures revealed a clear dissociation in performance as
a function of age, with regulars much less affected by increasing AOA than
irregulars.

Taking this finding as their point of departure, Birdsong and Flege
(2001) hypothesized that input frequency should be a factor in knowledge
of irregular, but not regular forms (e.g., Beck, 1997). Also, regular versus
irregular differences should obtain across grammatical categories such as
verbs and nouns (e.g., Marzilli & O’Brien, 2000). Most importantly, they
expected to replicate the different age of arrival effects for regulars versus
irregulars found by Flege, Yeni-Komshian, & Liu (1999). Finally, if (ir)regularity
effects are universal, the predicted dissociations should be observed regard-
less of L1-L2 pairing. The researchers recruited a sample of educated Spanish
(n = 30) and Korean (n = 30) natives at L2 asymptote (length of residence
ranged between 10 and 16 years). The sample was broken down into groups of
10 based on age of arrival in the US (6-10 years; 11-15 years; 16-20 years).
Participants performed a timed multiple-choice judgment task on 80 items
exemplifying regularity vs. irregularity, high vs. low stem frequency, and
noun plural vs. verb past tense morphology. The following items exemplified
low frequency regular noun plural, and high frequency irregular verb past,
respectively:
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(9) There are five a. knuckli on each hand.
b. knuckle
c¢. knuckles
d. knackle
e. knuckleses

(10) Yesterday the little girl a. swim for the first time.
b. swam
c. swimmed
d. swims
e. swammed

A series of Analyses of Variance (ANOVAs) was performed on both accuracy
and response latency data. For both types of data, several significant effects
were obtained. First, the effect of item frequency was found to be significantly
higher for irregular items than for regulars. Also, in most respects, the results
for noun plurals were comparable to those for verb pasts, the exception being
that, among Korean natives, but not among Spanish natives, performance
on noun plurals was depressed relative to that for verb pasts. (Birdsong
and Flege suggest that this result reflects the fact that Korean typically does
not inflect for plurals, but plurality is inferred pragmatically from contextual
cues.) Finally, consistent with their principal prediction, Birdsong and Flege
found that the accuracy decline and increased response time (RT) with
increasing AOA were more pronounced for irregulars than regulars. In fact,
no significant age-related declines at all were observed for the regular items.
Accuracy and RT data for 20 additional items exemplifying phrasal verbs,
e.g., “The student cannot come up with the correct answer” were comparable
to performance on irregulars, suggesting that age of arrival effects apply
to other varieties of idiosyncratic information in addition to morphological
irregularities.

Interestingly, Brovetto and Ullman (2001) in a study of oral production of
regular and irregular English pasts by 32 Spanish and 32 Chinese natives
(AOA = 17 years) with a minimum of three years’ US residence, found that
performance on both irregulars and regulars was sensitive to frequency. To
reconcile this result with Birdsong and Flege’s finding of greater frequency
sensitivity for irregulars than regulars, one may hypothesize that, for learners
at stages leading up to the end state, many if not most target language forms
are bits of idiosyncratic information stored in declarative memory. However,
by the L2 end state, computation may take on a more L1-like flavor. As Ullman
(2001, p. 118) suggests, “an increasing amount of experience (i.e., practice)
with a [second] language should lead to better learning of grammatical rules
in procedural memory, which in turn should result in higher proficiency in the
language.” Thus it may be that the course of attainment of proficiency in an L2
involves a transition from unitary associative L2 processing to a system that
exploits both symbolic and associative processes, in procedural and declarative
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memory respectively, with activation of the corresponding neural substrates.
Clearly, this line of reasoning underscores the importance of studying learners
at the end state (and, where appropriate, comparing them with learners not
yet at asymptote).

One may speculate that declarative memory, which provides for learning
and storage of facts, names, and arbitrary and irregular forms, is more sus-
ceptible to aging effects than the procedural memory system, which may be
responsible for rule-based learning. Evidence of age-related declines in various
types of declarative memory is found in the literature on cognitive aging (e.g.,
Salthouse, 1991), though much of the experimental work relates to short-term
memory effects. Moreover, certain well-known histological features associated
with cognitive decline over the course of normal aging appear to be concentrated
in neural regions implicated in declarative memory. Specifically, neurofibrillary
tangles appear mainly in the cortical pyramidal cells of the hippocampus and
temporal association areas, and neuritic (senile) plaques are generally found in
the hippocampus and second and third layers of the temporal/associative
cortex (Scheibel, 1996). These degenerative features of normal neurologic
aging — which, in high concentrations characterize the synaptic pathology of
Alzheimer’s Disease — appear not only to corrupt existing cortical pathways
but may impair the work of neurotransmittors, particularly acetylcholine,
which are crucial to encoding and consolidation of memories; for overviews,
see Hasselmo (1999) and Martin (1999). (This is not to suggest that the afore-
mentioned etiologies and loci of cognitive decline are the only ones associated
with aging. For example, declines in dopamine D2 receptors — on the order of
10 percent per decade after 20 years of age — are observed in the basal ganglia,
hippocampus, frontal cortex, anterior cingulate cortex, and amygdala regions
(Li, Lindenberger, & Sikstrom, 2001). The relevant issue is the extent to which
age-related declines are more severe in some brain areas than in others,
and the corresponding effects on specific types of cognitive functions involved
in L2A))

Moving beyond speculation as to the underlying causes of regular-irregular
dissociations over the age function, it is clear that the question of age effects in
late L2A cannot be approached monolithically. Future investigations should
aim for sufficient granularity to take into account not only the moderator
variable of L1-L2 pairing, but also principled questions of representation
and processing such as those raised by the study of regular versus irregular
inflectional morphology.

Another variable that should not be overlooked in the study of ultimate
attainment is the participants’ dominant language. Interest in the dominance
factor goes back to a study by Cutler et al. (1989), who observed an asymmetry
in early French-English bilinguals’ ability to process spoken words into
segments. Those whose self-reported dominant language was French were
able to switch back and forth between syllable-based and non-syllable based
segmentation routines as a function of the language being processed. In con-
trast, English-dominant bilinguals controlled only one segmentation strategy,
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suitable to the processing of English words, and applied it to both French and
English speech. Golato (1998) attempted to reproduce the results of Cutler
et al. (1989), using late L2 learners at the end state. Twenty-one late bilinguals
(English natives n = 10) participated. Overall, they had spent a mean of 8.5
years in an anglophone or francophone country, had an age of immersion
ranging from 13 to 33 years, and had a mean age of 30 years at time of testing.
Golato found that the English-dominant bilinguals commanded two syllable
segmentation routines, and applied the English-appropriate strategy to Eng-
lish stimuli, and the French-appropriate strategy to French words. In contrast,
the French-dominants used a single strategy indiscriminately for both French
and English stimuli. Different operationalizations of language dominance
were considered, and the asymmetry obtained for every operationalization.
Provocatively, Golato’s results for learners at the L2A end state are opposite to
those that Cutler et al. (1989) had reported for early bilinguals; follow-up
replications are unquestionably warranted. It is also clear that, as with
L1-based and regularity-based dissociations, the study of asymmetries prom-
ises to contribute significantly to a finer-grained understanding of the end
state of L2A.

3.10 Ultimate Attainment and Cortical Function

Modern technologies such as Functional Magnetic Resonance Imaging (fMRI),
Positron Emission Tomography (PET), and Event-Related Brain Potentials
(ERPs) allow L2A researchers to investigate the neural systems involved in
language processing. In most cases, work does not address the L2A end state
specifically, but is concerned with the age at which L2 acquisition was begun
and L2 proficiency. A recurrent goal in this research is determining the degree
to which L1 processing and L2 processing involve similar neural substrates.
For example, Weber-Fox and Neville (1999), in a study of Sinophone learners
of English with over five years’ immersion, found that the neural subsystems
involved in language processing differ as a function of age of acquisition.
Notably, for the processing of phrase structure violations, involvement of both
the right and left hemispheres increased as the age of immersion in English
was delayed. The researchers also compared the learners’ processing of
grammatical features (closed-class words and syntactic anomalies) with their
processing of semantic features (open-class words and semantic anomalies),
and found that these types of activity are differentially affected by age of
acquisition. However, an ERP study by Osterhout, Davis, and McLaughlin
(in press) has revealed a confound of word length and open versus closed
class: “Although the two word classes did elicit distinct ERPs, all of these
differences were highly correlated with word length. We conclude that
ERP differences between open- and closed-class words are primarily due to
quantitative differences in word length rather than qualitative differences in
linguistic function” (Osterhout, Davis, & McLaughlin, in press, p. 1).
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In a study of highly proficient late L2 learners (mean initial exposure = 12.25
years of age), Illes et al. (1999) used fMRI to investigate the semantic process-
ing of nouns by eight English-Spanish bilinguals. Comparing the scans of
processing in the two languages, the researchers found no activity differences
in either the left or right inferior frontal gyrus, and both languages seemed
to be dominantly lateralized in the left hemisphere. At least with respect to
vocabulary, Illes et al. (1999) suggest that, irrespective of the age of acquisi-
tion, increasing proficiency in the L2 leads to a common cortical representation
of the two languages. An earlier PET study by D. Klein et al. (1995) had
reached a similar conclusion for repetition and translation of single words,
albeit with early learners. The highly fluent subjects in this instance were 12
anglophone learners of French whose mean age of acquisition was 7.3 years.
The researchers determined that semantic processing in the two languages
involved similar areas of the front left cortical regions, particularly in the left
anterior frontal gyrus.

We note that in the Weber-Fox and Neville (1999) study, the late bilinguals’
L2 proficiency (both self-rated and based on standardized tests) was sig-
nificantly below that of the early learners. In this instance, both late age of
acquisition and low proficiency are predictive of processing differences in the
relevant neural substrates. However, in the Illes et al. (1999) and D. Klein et al.
(1995) research, high proficiency, but not early age of acquisition, is predictive
of homotropic cortical representations for the L1 and L2. Thus, for some
aspects of semantic processing, the evidence suggests that those late learners
who are native-like or near-native-like at end state will have common cortical
localization of activity for the L1 and the L2.

In an investigation designed to disentangle the factors of proficiency and
age of acquisition, a similar conclusion was reached by Perani et al. (1998).
This was a PET study involving monitoring of brain activity of subjects (nine
proficient late learners, AOA > 10 years) listening passively to a story in the L1
(Italian) and the L2 (English). In this case, the cortical responses were not only
similar in the L1 and L2, but were comparable to the L1 and L2 brain activity
of 12 speakers of Catalan and Spanish who had learned both languages early
in life. The researchers conclude that “these findings suggest that, at least for
pairs of L1 and L2 languages that are fairly close, attained proficiency is more
important than age of acquisition as a determinant of the cortical representa-
tion of L2” (Perani et al., 1998, p. 1841).

For other tasks, however, the story is somewhat different. Kim et al. (1997)
asked bilinguals from various language backgrounds to silently recount events
from the previous day. Using fMRI, Kim et al. found a common neural repres-
entation for L2 and L1 among early bilinguals, but for late bilinguals (mean
age of acquisition = 11.2 years) distinct regions of Broca’s area were involved.
In Wernike’s area, on the other hand, similar cortical regions served both the
L1 and the L2. This similarity was observed for each of the various L2s repres-
ented in the sample, and across all ages at which L2A was begun. Comparing
the results of Kim et al. (1997) with those of their own study, Perani et al.
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(1998, p. 1846) ascribe the differences in brain activation to the differences
in task. We note further that in Kim et al. (1997), the question of whether
proficiency trumps age of acquisition was not addressed, as the proficiency
levels of the late acquirers was not specified.

On the general question of cortical function in L2 versus L1, Sanders (2000)
reviews several additional studies, which vary in terms of L1-L2 pairings,
tasks, measurement techniques, and emphasis on proficiency and age of
acquisition. Although none of the studies cited makes specific reference to the
L2A asymptote, the early bilinguals in each instance are uncontroversially at
the end state, and one can assume that the highly proficient late learners are
near if not at the end state. This being the case, it appears that, depending on
the task and the L1-L2 pairing, native-likeness among late L2 learners can be
observed not only in linguistic behaviors but in cortical function as well. For a
recent review of neuroimaging studies of cortical function in bilingualism, see
Abutalebi, Cappa, and Perani (2001).

3.11 Conclusion

The study of learners immersed in an L2 for significant lengths of time has led
to significant advances in the understanding of the nature of L2A. Researchers
recognize that a range of variables — in particular, age of immersion, L1-L2
pairings, and quantity of input — may interactively determine the level of
ultimate attainment. As we move forward, we are alert to the need for
finer-grained investigation of the limits of bilingualism, as suggested by the
discovery of asymmetries at the end state, and their relation to representa-
tional variables such as the learner’s dominant language. Granularity is
further motivated by demonstrations that discrepant effects of AOA are
associated with various features of the language, possibly reflecting principled
cognitive distinctions such as declarativized versus proceduralized knowledge,
or symbolic computation versus lexical retrieval.

A dozen or so years ago the study of ultimate attainment in L2A was in its
infancy. The field is now entering adolescence (and, to paraphrase Oscar Wilde’s
witticism, is no longer young enough to know everything). With additional
nourishment from cognitive neuroscience, linguistic theory, and develop-
mental psychology, there is every reason to believe that the spurts of growth
— and sophistication — will continue.

See also 8 LANGUAGE ATTRITION, 17 THE NATIVE SPEAKER IN APPLIED
LinguisTics, 20 LANGUAGE LEARNING, 21 INDIVIDUAL DIFFERENCES IN SECOND
LANGUAGE LEARNING.
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4 Language Corpora

MICHAEL STUBBS

4.1 Introduction
Since the 1990s, a “language corpus” usually means a text collection which is:

e large: millions, or even hundreds of millions, of running words, usually
sampled from hundreds or thousands of individual texts;

* computer-readable: accessible with software such as concordancers, which
can find, list and sort linguistic patterns;

e designed for linguistic analysis: selected according to a sociolinguistic theory
of language variation, to provide a sample of specific text-types or a broad
and balanced sample of a language.

Much “corpus linguistics” is driven purely by curiosity. It aims to improve
language description and theory, and the task for applied linguistics is to
assess the relevance of this work to practical applications. Corpus data are
essential for accurately describing language use, and have shown how lexis,
grammar, and semantics interact. This in turn has applications in language
teaching, translation, forensic linguistics, and broader cultural analysis. In
limited cases, applications can be direct. For example, if advanced language
learners have access to a corpus, they can study for themselves how a word
or grammatical construction is typically used in authentic data. Hunston (2002,
pp- 170-84) discusses data-driven discovery learning and gives further
references.

However, applications are usually indirect. Corpora provide observable
evidence about language use, which leads to new descriptions, which in turn
are embodied in dictionaries, grammars, and teaching materials. Since the late
1980s, the influence of this work is most evident in new monolingual English
dictionaries (CIDE, 1995; COBUILD, 1995a; LDOCE, 1995; OALD, 1995) and
grammars (e.g., COBUILD, 1990), aimed at advanced learners, and based on
authentic examples of current usage from large corpora. Other corpus-based
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reference grammars (e.g., G. Francis, Hunston, & Manning, 1996, 1998; Biber
et al.,, 1999) are invaluable resources for materials producers and teachers.

Corpora are just sources of evidence, available to all linguists, theoretical or
applied. A sociolinguist might use a corpus of audio-recorded conversations
to study relations between social class and accent; a psycholinguist might use
the same corpus to study slips of the tongue; and a lexicographer might be
interested in the frequency of different phrases. The study might be purely
descriptive: a grammarian might want to know which constructions are
frequent in casual spoken language but rare in formal written language. Or it
might have practical aims: someone writing teaching materials might use
a specialized corpus to discover which grammatical constructions occur in
academic research articles; and a forensic linguist might want to study norms
of language use, in order to estimate the likelihood that linguistic patterns in
an anonymous letter are evidence of authorship.

So, if corpus linguistics is not (necessarily) applied linguistics, and is not a
branch of linguistics, then what is it? It is an empirical approach to studying
language, which uses observations of attested data in order to make general-
izations about lexis, grammar, and semantics. Corpora solve the problem of
observing patterns of language use. It is these patterns which are the real
object of study, and it is findings about recurrent lexico-grammatical units of
meaning which have implications for both theoretical and applied linguistics.
Large corpora have provided many new facts about words, phrases, grammar,
and meaning, even for English, which many teachers and linguists assumed
was fairly well understood.

Valid applications of corpus studies depend on the design of corpora,
the observational methods of analysis, and the interpretation of the findings.
Applied linguists must assess this progression from evidence to interpretation
to applications, and this chapter therefore has sections on empirical linguistics
(pre- and post-computers), corpus design and software, findings and descrip-
tions, and implications and applications.

I use these presentation conventions. LEMMAS (LEXEMES) are in upper
case. Word-forms are lower case italics. ‘Meanings’ are in single quotes. Collocates
of a node are in angle brackets: UNDERGO <surgery>.

4.2 Empirical Linguistics

Since corpus study gives priority to observing millions of running words,
computer technology is essential. This makes linguistics analogous to the natural
sciences, where it is observational and measuring instruments (such as
microscopes, radio telescopes, and x-ray machines) which extended our grasp
of reality far beyond “the tiny sphere attainable by unaided common sense”
(Wilson, 1998, p. 49).

Observation is not restricted to any single method, but concordances
are essential for studying lexical, grammatical, and semantic patterns. Printed
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concordance lines (see Appendix) are limited in being static, but a computer-
accessible concordance is both an observational and experimental tool,
since ordering it alphabetically to left and right brings together repeated
lexico-grammatical patterns. A single concordance line, on the horizontal axis,
is a fragment of language use (parole). The vertical axis of a concordance
shows repeated co-occurrences, which are evidence of units of meaning in the
language system (langue).

The tiny sample of concordance lines in the Appendix is not representative.
In a real study one might have hundreds or thousands of concordance lines,
but I can use this sample for illustration. Concordance data are often especially
good at distinguishing words with related propositional meanings, but different
connotations and patterns of usage. The Appendix therefore gives examples of
endure, persevere, persist, and undergo, which are all used to talk about unpleasant
things which last a long time, but which differ in their surrounding lexis and
grammar. For example, we can observe how the word-form persist occurs in
distinct constructions. When its subject is an abstract noun, it often denotes
unpleasant things (fears, problems), often medical (symptoms, headaches), and
often has a time reference (for over a year, for up to six weeks). Alternatively,
when the subject of persist in is animate, it is often used of someone who
persists, often unreasonably or in the face of opposition, in doing something
which is difficult or disapproved of. Such recurrent co-occurrence patterns
provide evidence of typical meaning and use.

It is sometimes objected that concordances place words in small, arbitrary
contexts, defined by the width of a computer screen, and ignore contexts of
communication. However, it is an empirical finding that evidence for the
meaning of a node word often occurs within a short span of co-text. In addi-
tion, corpora allow individual utterances to be interpreted against the usage
of many speakers and the intertextual norms of general language use.

The observation of large publicly available data sets implies (a weak sense
of) inductive methods, that is, gathering many observations and identifying
patterns in them. This does not imply mechanical methods of generalizing
from observations, but (as Fillmore, 1992, pp. 38, 58 puts it) a combination of
corpus linguistics (getting the facts right) and armchair linguistics (thinking
through the hypotheses that corpus data suggest). It does mean, however, that
corpus study belongs to a philosophical tradition of empiricism. Contrary to
a loss of confidence, from Saussure to Chomsky, in the ability to observe
real language events, corpora show that language use is highly patterned.
Although there are limitations on corpus design (see below), and although we
can never entirely escape subjective interpretations, corpora allow “a degree
of objectivity” about some central questions, “where before we could only
speculate” (Kilgarriff, 1997, p. 137). There are no automatic discovery pro-
cedures, but inductive generalizations can be tested against observations in
independent corpora.

Corpus methods therefore differ sharply from the view, widely held since
the 1960s, that native speaker introspection gives special access to linguistic
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competence. Although linguists” careful analyses of their own idiolects have
revealed much about language and cognition, there are several problems with
intuitive data and misunderstandings about the relation between observation
and intuition in corpus work. Intuitive data can be circular: data and theory
have the same source in the linguist who both proposes a hypothesis and
invents examples to support or refute it. They can be unreliable or absent:
many facts about frequency, grammar, and meaning are systematic and
evident in corpora, but unrecorded in pre-corpus dictionaries. They are narrow:
introspection about small sets of invented sentences cannot be the sole and
privileged source of data.

There is no point in being purist about data, and it is always advisable to
compare data from different sources, both independent corpora, and also
introspection and experiments. Corpus study does not reject intuition, but
gives it a different role. Concordances focus intuition, and this “confirms
rather than produces the data” (de Beaugrande, 1999, pp. 247-8). Without
this retrospective competence, native speakers could not recognize untypical
collocations in literature, advertising, or jokes. We cannot know in advance
what kinds of evidence might bear on a theory of linguistic competence (as
even Chomsky, 2000, pp. 139-40 admits). Nevertheless, with some striking
exceptions (Fillmore, 1992), cognitive approaches have neglected corpus data
on recurrent semantic patterns as evidence of cognitive structures.

4.3 Some Brief History

There was corpus study long before computers (W. Francis, 1992) and, from
a historical perspective, Saussure’s radical uncertainty about the viability of
studying parole, followed by Chomsky’s reliance on introspective data, were
short breaks in a long tradition of observational language study. Disregard of
quantified textual data was never, of course, accepted by everyone. Corder
(1973, pp. 208-23) emphasizes the relevance of frequency studies to language
teaching, and language corpora have always been indispensable in studying
dead languages, unwritten languages and dialects, child language acquisition,
and lexicography. So, within both philological and fieldwork traditions, corpus
study goes back hundreds of years, within a broad tradition of rhetorical and
textual analysis.

Early concordances were prepared of texts of cultural significance, such as
the Bible (Cruden, 1737). Ayscough’s (1790) index of Shakespeare is designed
“to point out the different meanings to which words are applied.” Nowadays
we would say that he had a concept of “meaning as use.” By bringing together
many instances of a word, a concordance provides evidence of its range of
uses and therefore of its meanings, and this essential point is still the basis of
corpus semantics today.

The other main reason for studying large text collections, which again
emphasizes the central concern with meaning, was the attempt to produce
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comprehensive dictionaries. From Samuel Johnson’s dictionary of 1755
onward, lexicographers have used quotations to illustrate the uses and mean-
ings of words. Johnson collected 150,000 illustrative quotations for 40,000
head-words, and the readers for the Oxford English Dictionary collected five
million quotations to illustrate over 400,000 entries (Kennedy, 1998, pp. 14-15;
Winchester, 1998). For example, Johnson’s dictionary has these quotes which
contain persist:

... I would advise neither to persist in refusing
... the sinful act, to continue and persist in it
... thus will persist, relentless in his ire

The collocates of persist are observable evidence of its typical semantic features
of doing something over time and against opposition. However, there is a
limitation here on printed dictionaries: these examples do not occur under the
head-word PERSIST, and can therefore be found only by a full text search of a
machine-readable version of the dictionary (McDermott, 1996). The Appendix
gives further illustrations of observable evidence of meaning. For example,
endure co-occurs with compelled and forced, difficult and painful, with references
to long time periods, and also with near synonyms such as persevere, accept,
and bear. Semantic features are not abstract, but often realized in co-occurring
and observable collocates.

Modern lexicographers use better designed corpora, their methods are more
explicit, they use statistical techniques to systematize observations (Church
& Hanks, 1990; Clear, 1993; Sinclair et al., 1998), and the theory of “meaning
as use” has been developed by Wittgenstein, Austin, and Firth, but the basic
approach to semantic analysis is not fundamentally different from that of
Cruden, Ayscough, Johnson, and Murray.

Other impressive quantitative corpus analyses, between the 1890s and the
1950s, were possible only with significant expense and personnel, and often
had precise institutional and /or educational applications. In order to improve
shorthand methods for court transcription, Kaeding (1898) used large num-
bers of helpers from the Prussian civil service to analyze word frequency in
an 11-million-word German corpus. From the 1920s to the 1940s, Thorndike
and Lorge (1944) calculated word frequencies in large English language
corpora, of up to 18 million words. These word-lists were used to control the
vocabulary in foreign language and literacy materials. West’s (1953) influential
General Service List gave also the frequency of different meanings of words.

In a word, corpus-based study of language is much older than its altern-
atives. Indeed, up until the 1950s, it was assumed that writing a grammar
required the study of text collections. Famous examples include: Jespersen
(1909-49), based on examples of written English over several centuries; Fries
(1952), based on a 250,000-word corpus of telephone conversations; and Quirk
et al. (1972), based on the last of the great non-computerized corpora, which
was itself overtaken by technology and computerized, and then used in turn
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for later versions of the grammar (Quirk et al., 1985, and, with substantial
additional corpora, Biber et al., 1999).

44 Modern Corpora and Software
Modern computer-assisted corpus study is based on two principles.

1 The observer must not influence what is observed. What is selected for
observation depends on convenience, interests and hypotheses, but corpus
data are part of natural language use, and not produced for purposes of
linguistic analysis.

2 Repeated events are significant. Quantitative work with large corpora
reveals what is central and typical, normal and expected. It follows (Teubert,
1999) that corpus study is inherently sociolinguistic, since the data are
authentic acts of communication; inherently diachronic, since the data are
what has frequently occurred in the past; and inherently quantitative. This
disposes of the frequent confusion that corpus study is concerned with
“mere” performance, in Chomsky’s (1965, p. 3) pejorative sense of being
characterized by “memory limitations, distractions, shifts of attention
and interest, and errors.” The aim is not to study idiosyncratic details of
performance which are, by chance, recorded in a corpus. On the contrary, a
corpus reveals what frequently recurs, sometimes hundreds or thousands
of times, and cannot possibly be due to chance.

4.4.1 Awailable corpora

Any list of extant corpora would be quickly out of date, but there are two sets
of important distinctions between

e small first generation corpora from the 1960s onward and much larger
corpora from the 1990s, and

e carefully designed reference corpora, small and large, and other specialized
corpora, opportunistic text collections, archives and the like.

The first computer-readable corpora, compiled in the 1960s, are very small
by contemporary standards, but still useful because of their careful design.
The Brown corpus (from Brown University in the USA) is one million words
of written American English, sampled from texts published in 1961: both
informative prose, from different text-types (e.g., press and academic writing),
and different topics (e.g., religion and hobbies); and imaginative prose
(e.g., detective fiction and romance). Parallel corpora were designed to enable
comparative research: the LOB corpus (from the universities of Lancaster, Oslo,
& Bergen) contains British data from 1961; Frown and FLOB (from Freiburg
University, Germany) contain American and British data from 1991; and
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ICE (International Corpora of English) contains regional varieties of English,
such as Indian and Australian. Similar design principles underlie the Lund
corpus of spoken British English (from University College London and Lund
University), which contains around half a million words, divided into samples
of the usage of adult, educated, professional people, including face-to-face
and telephone conversations, lectures and discussions.

By the late 1990s, some corpora consisted of hundreds of millions of words.
The Bank of English (at COBUILD in Birmingham, UK) and the British National
Corpus (BNC) had commercial backing from publishers, who have used the cor-
pora to produce dictionaries and grammars. The 100-million-word BNC is also
carefully designed to include demographically and stylistically defined samples
of written and spoken language. The Bank of English arguably over-emphasizes
mass media texts, but these are very influential, and it still has a range of
text-types and advantages of size: over 400 million words by 2001. Because
constructing large reference corpora is so expensive, it may be that huge new
corpora cannot again be created in the near future. These corpora will remain
standard reference points, which can be supplemented by small specialized cor-
pora, designed by individual researchers, and by large opportunistic collections.

Many other corpora for English, and increasingly for other languages, are
available (see Michael Barlow’s website: address in the further reading sec-
tion below).

4.4.2 Corpus design

Some basic principles of corpus design (Kennedy, 1998, pp. 13-87; Hunston,
2002, pp. 25-37) are simple enough. A corpus which claims to be a balanced
sample of language use must represent variables of demography, style, and
topic, and must include texts which are spoken and written, casual and for-
mal, fiction and non-fiction, which vary in level (e.g., popular and technical),
age of audience (e.g., children or adults), and sex and geographical origin
of author, and which illustrate a wide range of subject fields (e.g., natural
and social sciences, commerce, and leisure). However, no corpus can truly
represent a whole language, since no one quite knows what should be repres-
ented. It is not even obvious what are appropriate proportions of mainstream
text-types such as quality newspapers, literary classics, and everyday conver-
sation, much less text-types such as newspaper ads, business correspondence,
and church sermons. (Even carefully designed corpora have odd gaps: despite
their influence as a text-type, textbooks are not represented in Brown and
LOB.) A realistic aim is a corpus which samples widely, is not biased toward data
which are easy to collect (e.g., mass media texts), does not under-represent
data which are difficult to collect (e.g., casual conversation), and is not
unbalanced by text-types which have over-specialized lexis and grammar
(e.g., academic research articles).

Since large quantities of data are necessary in order to study what is typical
and probable, an important criterion is size, which is usually measured in
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terms of running words (tokens). But measures of heterogeneity are also
important: How large is the corpus measured as word-types (i.e., different
words), or as the number of different texts or text-types it contains? A corpus
might be very large, but consist entirely of American newswire texts, with a
correspondingly narrow vocabulary. One can also attempt to measure lin-
guistic influence: How large is the audience for the texts in the corpus? Casual
conversation is a linguistic universal, but a typical conversation is private,
whereas the language of the mass media is public, and therefore much more
influential. And whereas some texts are heard once by millions of people
(sports commentaries), others (literary classics) are constantly re-read over
generations. A reception index, which weights texts by their audience size, can
be constructed at least in a rough way.

In summary, any corpus is a compromise between the desirable and
the feasible, and although design criteria cannot be operationalized, large
balanced corpora reveal major regularities in language use. In any case, there
is no reason to rely on any single corpus, and it is often advisable to combine
large general corpora designed according to principles of sociolinguistic
variation, small corpora from specific knowledge domains (since much lexis is
determined by topic), and opportunistic text collections.

Huge text collections (such as the world-wide-web) can be used to study
patterns which do not occur even in large reference corpora. For example,
concordance lines in the Appendix show that undergo is typically used of
someone who is forced to undergo something unpleasant, often a medical
procedure or a test of some kind, or of a situation which undergoes some
profound and often unwelcome change. Typical examples are:

had to undergo a stringent medical examination
is about to undergo dramatic changes

However generalizations must be checked against potential counter-examples.
First, comparison of different text-types shows that, in scientific and technical
English, undergo usually has no unpleasant connotations. An example from the
BNC (which still involves ‘change’) is:

the larvae undergo a complex cycle of 12 stages

Second, people ‘unwillingly” undergo unpleasant experiences. But does the
collocation willingly UNDERGO occur and does it provide a counter-example?
Now we have a problem: the lemma UNDERGO is fairly frequent (around
25 occurrences per million words in the BNC), and even willingly is not
infrequent (around 5 per million), but the combination willingly UNDERGO
does not occur at all in the 100-million-word BNC. However, a search of
the world-wide-web quickly provided 200 examples, which revealed another
pattern: people willingly undergo a sacrifice for the sake of others or for the
sake of religious beliefs. Characteristic examples are:
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one can willingly undergo some painful experience for one who is dearly
loved
sufferings and dangers the early Christians willingly underwent for the sake
of ...

A corpus is specifically designed for language study, but other text col-
lections (such as newspapers on CD-ROM) can be useful for some types of
study. Again, I see no point in being purist about data, as long as their source
is stated in a way which allows findings to be assessed. The world-wide-web
has the advantage of enormous size, but it is impossible to characterize its
overall range of texts. Words and phrases in the world-wide-web can be
searched for directly with search engines, or with a concordancer which
uses these engines, such as one developed at the University of Liverpool
(http: // www.webcorp.org.uk/).

4.4.3 Raw, lemmatized, and annotated corpora

A corpus may consist of raw text (strings of orthographic word-forms), or
it can be lemmatized, and annotated or tagged, for intonation (for spoken
corpora), grammatical or semantic categories. Part-of-speech tagging allows a
corpus to be searched for grammatical constructions, such as adjective-noun
combinations (persistent rain), and make it possible to study the frequency
of grammatical categories in different text-types (e.g., see Biber, Conrad, &
Reppen, 1998, pp. 59-65 on nominalizations; and Carter & McCarthy, 1999, on
passives). Information on the frequencies of lexical and grammatical features
can indicate to language teachers where it is worthwhile devoting pedagogical
effort (Kennedy, 1998, pp. 88-203).

Nevertheless, a simple example illustrates the value of working with raw
text. Many occurrences of the lemmas of the verbs PERSIST and ENDURE
share the semantic and pragmatic features that something ‘unpleasant’ is last-
ing ‘for a long time’. However, although the adjectives persistent and enduring
also share the feature “for a long time”, their typical collocates show their very
different connotations:

persistent <ambiguity, bleeding, confusion, headaches>
enduring <appeal, legacies, peace, significance, values>

Traditionally, lemmas comprise words within a single part of speech. Persistent
is an adjective, and shares the connotations of the verb PERSIST. Enduring
might be considered an adjective, or the -ing form of the verb ENDURE, but
has very different connotations from the verb.

In addition, the grammatical categories needed for unrestricted naturally
occurring text can be very different from those required for the invented data
described in abstract syntax. This draws into question centuries-old assump-
tions about the part-of-speech system (Sinclair, 1991, pp. 81-98; Sampson,
1995; Hallan, 2001). So, tagging may make unwarranted assumptions about
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appropriate grammatical categories. Again, the principle is that observer and
data should be kept independent. The facts never “speak for themselves,” but
inductive methods aim for the minimum of preconceptions. How to lemmatize
words is by no means always obvious, and there are no standardized systems
for part-of-speech tagging (Atwell et al., 2000) or full parsing (Sampson, 1995).

4.5 New Findings and Descriptions

The main findings which have resulted from the “vastly expanded empirical
base” (Kennedy, 1998, p. 204) which corpora provide concern the association
patterns which inseparably relate item and context:

* lexico-grammatical units: what frequently (or never) co-occurs within a
span of a few words;
¢ style and register: what frequently (or never) co-occurs in texts.

Findings about lexico-grammar question many traditional assumptions about
the lexis—grammar boundary. The implications for language teaching are, at
one level, rather evident. A well-known problem for even advanced language
learners is that they may speak grammatically, yet not sound native-like,
because their language use deviates from native speaker collocational norms.
I once received an acknowledgment in an article by a non-native English-
speaking colleague, for my “repeated comments on drafts of this paper,” which
seemed to connote both irritation at my comments and to imply that they
were never heeded. (I suppose this was better than being credited with
“persistent comments”!)

Syllabus designers ought to know which words are used frequently in con-
ventionalized combinations, and which are used rarely and in special contexts.
The importance of collocations for language learners was emphasized in the
1930s and 1940s by H. E. Palmer and A. S. Hornby. More recently corpora
have been used to study how learners and native speakers differ in their use
of conventionalized expressions (Granger, 1998), and a major topic has been
how to represent such information in learners’ dictionaries (Cowie, 1998). Pro-
posals have also been made about the form of a “lexical syllabus.” This concept
was discussed in detail by Corder (1973, pp. 315-17), and has been revived
in corpus work by Willis (1990) and Lewis (1998), although corresponding
teaching materials have been adopted only to a limited extent. The shorthand
label for this area is phraseology: the identification of typical multi-word units
of language use and meaning.

4.5.1 Words

Many corpus studies reject individual words as units of meaning, and propose
a theory of abstract phrasal units. Nevertheless, words are a good place to
start, since, “a central fact about a word is how frequent it is” (Kilgarriff, 1997,
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p- 135), and other things being equal, the more frequent a word is, the more
important it is to know it, and to teach it early to learners: hence the interest,
since the 1890s, in reliable word-frequency lists for many applications.

Frequency shows that system and use are inseparable (Halliday, 1991). More
frequent words tend to be shorter, irregular in morphology and spelling, and
more ambiguous out of context: a glance at a dictionary shows that short
frequent words require many column inches. A few, mainly grammatical, words
are very frequent, but most words are very rare, and in an individual text or
smallish corpus, around half the words typically occur only once each. In
addition, a word with different senses usually has one meaning which is much
more frequent. These relations imply a balance between economy of effort for
the speaker and clarity for the hearer, and in the 1930s and 1940s Zipf (1945)
tried to formulate statistical relations between word frequency, word length,
and number of senses. (These regularities apply to many other aspects of
human behavior. In a library, a few books are frequently borrowed, but most
books collect dust.)

The simplest frequency lists contain unlemmatized word-forms from a
general corpus, in alphabetical or frequency order, but there are considerable
differences between even the top ten words from an unlemmatized written
corpus (in 1), a spoken corpus (in 2), and a lemmatized mixed written and
spoken corpus (in 3):

(1) the, of, and, a, in, to [infinitive marker], is, to [preposition], was, it
(2) I, you, it, the, ’s, and, n’t, a, that, yeah
(3) the, BE, of, and, a, in, to [infinitive marker], HAVE, it

These examples are from frequency lists for the 100-million-word BNC, made
available by Kilgarriff (ftp://ftp.itri.bton.ac.uk/bnc/).

Unlemmatized lists show that different forms of a lemma differ greatly in
frequency, and may have very different collocational behavior: see above
on endure and enduring. However, raw frequency lists cannot distinguish
words in different grammatical classes (e.g., firm as adjective or noun) and
the different meanings of a word (e.g., cold as ‘low temperature’” versus ‘lack-
ing in feeling’). This requires a grammatically tagged corpus and a method of
automatic sense disambiguation, and makes an apparently trivial counting
task into a considerable theoretical problem.

Frequency lists require careful interpretation to provide what is really wanted,
which is a measure of the relative importance of words, and more import-
ant than raw frequency may be even distribution across many text-types.
Conversely, we want to know not only what is frequent in general, but what
distinguishes a text-type. For example, words may be frequent in academic
texts but unlikely in fiction, or vice-versa:

constants, measured, thermal, theoretically
sofa, kissed, damned, impatiently
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These examples are from Johansson (1981; discussed also by Kennedy, 1998,
p. 106). For important reference data on word frequency and distribution, see
W. Francis and Kucera (1982), Johannson and Hofland (1988-9), and Leech,
Rayson, and Wilson (2001; and http: //www.comp.lancs.ac.uk/ucrel/bncfreq/
flists.html).

We come back to the distinction between evidence and interpretation.
Frequency and distribution (which are all we have) are indirect objective
measures of the subjective concept of salience (which is what we really want).
The objective measures have limitations, but allow analysis to be based on
public and replicable data. The only alternative is intuition, which may be
absent, speculative, or wrong.

A very useful applied frequency study is reported by Coxhead (2000), who
used a corpus of 3.5 million words to set up the Academic Word List (AWL).
This contains words which have both high frequency and wide distribution in
academic texts, irrespective of subject area (but excluding approximately the
2,000 most frequent words in English, from West, 1953). AWL comprises 570
word families: not just word-forms, but head-words plus their inflected and
derived forms, and therefore around 3,100 word-forms altogether, e.g.:

concept: conception, concepts, conceptual, conceptualization, conceptualize,
conceptualized, conceptualizes, conceptualizing, conceptually.

Coxhead’s corpus comprised texts from academic journals and university text-
books from arts, commerce, law, and natural science. To be included in AWL,
a word had to occur at least 100 times altogether in the whole academic corpus,
at least ten times in each of the four sub-corpora, and in at least half of 28 more
finely defined subject areas, such as biology, economics, history, and linguistics.
AWL gives very good coverage of academic texts, irrespective of subject area.
Here it must be remembered that words are very uneven in their frequency. In
a typical academic text, the single word the covers around 6 or 7 per cent of
running text, the top ten words cover over 20 per cent, and the 2,000 most
frequent words cover around 75 per cent. The words in AWL typically cover a
further 10 per cent. The remaining 15 per cent will be specialized words which
are specific to a given topic, plus proper names, etc. AWL is further divided into
ten sub-groups, from most to least frequent. Group 1 covers 3.6 per cent of the
corpus, which means that a student reading academic prose could expect to
come across each word in group 1, on average, once every four pages or so.

A list is, of course, just a list, not teaching materials, and requires inter-
pretation by materials designers and teachers. However, even as a bare list,
AWL can provide a check, for teachers or students themselves, on what words
students should know.

4.5.2 Phrases

Word frequency lists are limited, especially for very common words, since
these are common, not in their own right, but because they occur in common
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phrases. For example, back is usually in the top 100 in lemmatized frequency
lists, and (including compounds such as backward and backwater) gets nearly
five full pages in the COBUILD (1995a) dictionary. This is not because
speakers frequently use back to mean a part of the body, but because it occurs
in many phrases with only residual relations to this denotation. It has many
meanings, but vanishingly few uses with the part-of-body meaning. The
following examples are from Cobuild (1995a), and Sinclair (1991, p. 116) gives
a detailed analysis of its nominal, prepositional and idiomatic uses.

lying on his back; the back of the chair; on the back of a postcard; at the back
of the house; round the back; do something behind her back; get off my
back; you scratch my back . . . ; see the back of someone; turn your back on

In summary: Frequent words are frequent because they occur in frequent
phrases. In these phrases, frequent words are often delexicalized, because
meaning is dispersed across the whole phrase. Since frequent content words
are rarely used with their full lexical meaning, the boundary between content
and function words is fuzzy. It is for these reasons that the co-occurrence of
words and grammatical constructions has been studied so intensively: the
central principle is that it is not words, but phrase-like units, which are the
basic units of meaning.

4.5.3 Recurrent phrases, collocations and
phrasal schemas

The simplest definition of a phrase is a string of two or more uninterrupted
word-forms which occur more than once in a text or corpus: see Altenberg
(1998) on “recurrent word-combinations” and Biber et al. (1999) on “lexical
bundles.” I used a program to identify strings in this sense, in a written corpus
of four million words. (Since 2002, when I did this work with a locally written
program, excellent n-gram software has been made available by William
Fletcher at http://kwicfinder.com/kfNgram/.) The most frequent five-word
string, over twice as frequent as any other, was at the end of the. And almost
30 out of the top 100 five-word strings had the pattern PREP + the + NOUN +
of + the. Examples included:

at the end of the; in the middle of the; at the beginning of the; at the bottom
of the

The program operationalizes, in a very simple way, the concept of repeated
units. It cannot automatically identify linguistic units, but presents data in a
way which helps the analyst to see patterns. These findings are not an artifact
of my small corpus. I looked at the same strings in the 100-million-word BNC,
and found that, normalized to estimated occurrences per million words, the
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frequencies in the two corpora were remarkably similar. These examples
represent only one pattern, of course. Other frequent five-word strings have
discourse functions:

as a matter of fact; it seems to me that; it may well be that; but on the other
hand

Altenberg (1998) identifies other recurrent multi-word strings, and some of
their typical pragmatic functions.

These multi-word strings are already evidence that recurrent lexico-
grammatical units are not fixed phrases, but abstract semantic units. For
example, the program above counts separately the strings on the top of the,
on the very top of the, or on top of the, although, to the human analyst, they are
semantically related.

More abstract again is the concept of collocation, in the sense of the habitual
co-occurrence of word-forms or lemmas. A few dozen concordance lines can
be manually inspected for patterns, but if we have thousands of lines, then we
require a method of summarizing concordances and showing patterns. We can
write a program which finds the most frequent collocates of a node, one, two,
and three words to the left and right, and lists them in descending frequency.
The positional frequency table for undergo shows that it often occurs in a
passive construction (was forced to, is required to), is often followed by an adject-
ive signaling the seriousness of the event (extensive, major), and is often used of
medical events (surgery, operation).

Raw frequency of co-occurrence is important, but we need to check the
frequency of collocation relative to the frequency of the individual words. If
two words are themselves very frequent, they may co-occur frequently just by
chance. Conversely, a word might be infrequent, but when it does occur, it
usually occurs with a small set of words. For example, the word vegetative is
not frequent, but when it occurs, especially in journalism, it often co-occurs
with persistent, in the phrase persistent vegetative state, with reference to
patients in a coma.

The variability of phrasal units makes it doubtful whether there could be a
useful “phrase frequency list,” but corpus studies show that all words occur in
habitual patterns which are often much stronger than is evident to intuition.
For example, in a 200-million-word corpus, the word-form persistent occurred
over 2,300 times, with clear semantic preferences, shown by the top 20 col-
locates, ordered by frequency:

persistent <offenders, reports, most, rumours, state, vegetative, despite,
young, juvenile, problem, injury, problems, rain, allegations, critic, offender,
rumors, speculation, amid, cough>

The most frequent single collocate (in 5 percent of cases) was offenders; and the
most frequent set of collocates were words for reports, rumors, and speculations.
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Table 4.1 Positional frequency table for NODE undergo in a span of
3 words to left and right (only collocates occurring five or more times are
shown, in descending frequency, independently for each position)

N-3 N-2 N-1 NODE N+1 N +2 N+3
was forced to * a medical and
is required  will * an surgery tests
be have and * further testing examination
are had would * extensive tests of
and is must * the treatment surgery
that they he’ll * major change operation
been about should * surgery changes transformation
were and who * treatment for before
where patients women ¥ medical heart test
children that often * heart and medical
he he * his major for
in will * testing operation in
the women * examination on
women  due * extensive training
will ordered * transformation to
for * radical testing
last * test the
not * training a
of * the as

* by

* changes

Persistent is used of bad situations (collocates include problem and problems),
which include medical conditions (cough, injury, vegetative) and criminal activ-
ities (juvenile, offenders). Some collocates frequently occur in longer phrases
(persistent juvenile offenders, persistent vegetative state), and most examples involv-
ing “crime” and “allegations” are from journalism. With comparable data on a
broad sample of words, we can then ask whether persistent exerts a stronger
than average collocational attraction on its surrounding collocates. The brief
answer is that persistent is typical of many words in this respect.

The top collocates of a word provide evidence of its characteristic semantic
preferences and syntactic frames. Figures for a broad sample of words show
how pervasive collocational attraction is, and allow generalizations about its
strength and variability. The example of persistent is taken from a data-base
(COBUILD, 1995b), which provides a suitable sample of node-words and their
collocates for quantitative statements about phraseology. For the 10,000 most
frequent content words (word-forms) in the 200-million-word corpus, the data-
base gives the 20 most frequent collocates in a span of four words to left and
right. For each node-collocate pair, it gives 20 randomly selected concordance
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lines, each with a rough description of its source (e.g., British fiction, American
journalism). For individual words, this provides figures on the strength of
attraction between node and top collocate:

undergoing <surgery 11%>, undergo <surgery 9%>, endured <years 6%>,
persistent <offenders 5%>

(That is, in 11 percent of occurrences, undergoing co-occurs with surgery, etc.)
The data-base shows that around 75 percent of content words in the central
vocabulary of English have a strength of attraction of between 2 and 9 percent.
And over 20 percent co-occur with one specific collocate in over 10 percent
of occurrences. Conversely, few words have less than one chance in 50 of
co-occurring with one specific collocate.

These are figures for the attraction between two single unlemmatized word-
forms. Collocational attraction is much stronger if it is calculated between a
node and a set of approximate synonyms. For example:

achieving <goal(s) 7%, success, aim, results, objectives> 15%
ambitious <plan(s) 7%, project, program(me), scheme> 16%

The strength of attraction between all common content words is surprisingly
high, yet not taken into account in most language description. Corpus study
shows kinds of linguistic organization which are not predictable by rule, but
are recurrent and observable.

4.5.4 Semantic preference, discourse prosody, and
extended lexical units

A central aim is to make more explicit the semantic and pragmatic features of
multi-word units. For example, enduring, persistent, and haunting are all rough
synonyms, which share a propositional meaning, but they co-occur with nouns
from different semantic fields and have different evaluative connotations.
Characteristic combinations of modifier plus noun include:

enduring peace; haunting music; persistent headaches

We can also generalize about semantic preferences. In adjective-noun construc-
tions, persistent is often used of medical conditions, and haunting is usually
used of music, words, and images. Different speaker attitudes are also con-
veyed: persistent is used of unpleasant topics, whereas enduring and haunting
are usually used of things which are valued. For some speakers, ENDURE
will have further Biblical connotations, since it occurs frequently in the King
James translation, often with positive connotations when intransitive (his mercy
endureth for ever), and often negative when transitive (endureth temptation). Louw
(1993) was the first important article on how such attitudes are conveyed.
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A model of extended lexical units proposed by Sinclair (1998) combines
these increasingly abstract relations: (1) collocation (the habitual co-occurrence
of individual word-forms or lemmas); (2) colligation (the co-occurrence of
words and grammatical categories); (3) semantic preference (the co-occurrence
of a word or grammatical construction with words from a well defined
semantic field); and (4) discourse prosody (a descriptor of speaker attitude
and discourse function). We can also specify: (5) strength of attraction between
node and collocates; (6) position of node and collocate, variable or fixed (as in
spick and span, but not *span and spick); and (7) distribution, wide occurrence in
general English or in broad varieties (e.g., journalism), or restricted to special-
ized text-types (e.g., recipes: finely chopped; or weather forecasts: warm front).

In summary: Work on extended lexical units has redrawn the lexis—
grammar boundary. Only a few units are fixed phrases; most are recurrent
combinations of grammatical constructions with words from restricted lexical
fields, but with considerable lexical variation. A good term is “stabilized
expressions” (Lenk, 2000). So, the vocabulary of a language is not merely “a
list of basic irregularities” (Bloomfield, 1933, p. 274). Relations (1) to (4) corres-
pond to the classic distinctions between syntax (how language units relate to
one another), semantics (how linguistic signs relate to the external world), and
pragmatics (how linguistic signs relate to their users, here expression of speaker
attitude). This model has profoundly influenced dictionary design (Cowie,
1998) and language teaching (Hunston, 2002).

4.5.5 Grammar, co-text, and text-type

Corpus work has taken the development of grammars in two directions:
description of the pervasive co-selection of grammar and lexis, and of
grammatical variation in different text-types.

The examples above of lexico-grammatical units illustrate very briefly
the type of patterns which G. Francis, Hunston, and Manning (1996, 1998)
document systematically in the first corpus-driven grammars of English. For
each verb, noun, and adjective in a large corpus, down to a frequency cut-off
point, they show “the patterns that are associated with particular lexical
items” (Hunston & Francis, 2000, p. 1). These highly innovative grammars
show, for the first time, across the whole language, the intimate interaction
between lexis, grammar, and meaning. Starting from individual words, users
can find the grammatical patterns in which the words typically occur. Starting
from the grammar, users can find the semantically related words which typ-
ically occur in the patterns, and therefore the meanings which they typically
express.

Corpus methods can also reveal characteristics of whole texts and text-types,
such as what proportion of a text consists of repetitions of the same words
or new words (its type-token ratio), the ratio of content to function words
(its lexical density), or the relative proportions of everyday and academic
vocabulary, and can establish the central tendencies and range of variation
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across text-types. Other things being equal, high type-token ratio, high lexical
density, and high percentages of academic vocabulary will make a text
more difficult to understand. Biber (1988) used quantitative and distributional
techniques to identify words and grammatical constructions which frequently
(or never) co-occur in text-types such as conversation, personal letters, and
science fiction, and to identify textual dimensions such as informational,
narrative, and persuasive.

The grammar of spoken and written English by Biber et al. (1999), based
on a 40-million-word corpus of British and American English, shows the
frequency and distribution of lexical and grammatical structures in differ-
ent text-types. Taking just one specific finding, of great potential interest
to anyone concerned with designing English language teaching materials, the
grammar identifies (pp. 373ff) the twelve most frequent lexical verbs in
English. These are activity verbs (get, go, make, come, take, give), mental verbs
(know, think, see, want, mean) and a communication verb (say). As a group,
these verbs make up only 11 percent of lexical verbs in academic prose, but
nearly 45 percent in conversation. Such findings do not translate directly into
teaching materials or lesson plans, and applications of such work are still
relatively modest, but such grammars indicate aspects of language use on
which teachers may need to concentrate.

Although description of language use is inevitably description of language
variation, G. Francis, Hunston, and Manning (1996, 1998) do not distinguish
text-types, and Biber et al. (1999) differentiate only four broad categories
(conversation, fiction, newspaper language, academic prose). Given their
need to present “general English,” dictionaries and grammars can take only
limited account of variation within the language, and, as noted above, it is
doubtful whether varieties can be exhaustively classified.

4.6 Applications, Implications, and
Open Questions

There are often striking differences between earlier accounts of English
usage (pedagogical and theoretical) and corpus evidence, but the applications
of corpus findings are disputed. Since I cannot assess the wide range of
proposed, rapidly changing, and potential applications, I have tried to set out
the principles of data design and methods which applied linguists can use in
assessing descriptions and applications. Perhaps especially in language
teaching, one also has to assess the vested interests involved: both resistance
to change by those who are committed to ways of teaching, and also claims
made by publishers with commercial interests in dictionaries and teaching
materials.

Apart from language teaching and lexicography, other areas where assess-
ment is required are as follows:
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1 Translation studies. By the late 1990s, bilingual corpora and bilingual
corpus-based dictionaries had developed rapidly. The main finding (Baker,
1995; Kenny, 2001) is that, compared with source texts, the language of
target texts tends to be “simpler,” as measured by lower type-token ratios
and lexical density, and the proportion of more explicit and grammatically
conventional constructions.

2 Stylistics. Corpora are the only objective source of information about the
relation between instance and norm, and provide a concrete interpretation
of the concept of intertextuality. Burrows (1987) is a detailed literary case
study, and Hockey (2001) discusses wider topics. The next category might
be regarded as a specialized application of stylistics.

3 Forensic linguistics. Corpus studies can establish linguistic norms which
are not under conscious control. Although findings are usually probabilistic,
and an entirely reliable “linguistic fingerprint” is currently unlikely, corpus
data can help to identify authors of blackmail letters, and test the authenti-
city of police transcripts of spoken evidence. Progress has also been made
with other kinds of text comparison, such as identifying plagiarism and
copyright violation (Coulthard, 1994).

4 Cultural representation and keywords. Several studies investigate the
linguistic representation of culturally important topics: see Gerbig (1997)
on texts about the environment, and Stubbs (1996) and Piper (2000) on
culturally important keywords and phrases. Atkinson (1999) combines
computational, manual, and historical methods in a detailed study of an
influential corpus of scientific writing from the seventeeth to the twentieth
century. Channell (2000) shows the importance of correctly representing
the cultural connotations of cultural keywords in learner dictionaries.

5 DPsycholinguistics. On a broader interpretation of applications, psycholin-
guistic studies of fluency and comprehension can use findings about the
balance of routine, convention, and creativity in language use (Wray, 2002).
Corpus-based studies of child language acquisition have also questioned
assumptions about word-categories and have far-reaching implications for
linguistic description in general (Hallan, 2001).

6 Theoretical linguistics. The implications here lie in revisions or rejection of
the langue/parole opposition, the demonstration that the tagging and pars-
ing of unrestricted text requires changing many assumptions about the
part-of-speech system (Sinclair, 1991, pp. 81-98; Sampson, 1995), and about
the lexis/grammar boundary (G. Francis, Hunston, & Manning, 1996, 1998).

Computer-readable corpora became available only in the 1970s, and for many
years were limited and inconvenient. They became widely accessible only
from the mid-1990s, when linguistics suddenly went from a position of being
“starved of adequate data” (Sinclair, 1991, p. 1) to being swamped with data.
Development is now (post-2000) very rapid, but it will take time before we can
see the wood for the trees, and state with certainty the long-term implications.
No linguists can now ignore corpus data. Many severe difficulties in observing
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language use have been resolved, and although language corpora are not the
only way of seeing language, they are a very productive way. With reference
to language description, I have taken an enthusiastic view, arguing that
language corpora have provided many new findings about lexis, grammar,
and semantics. With reference to applications, I have taken a conservative
view, arguing that applications are indirect, and that, before findings can be
applied to real-world problems, they require careful interpretation.

See also 1 LANGUAGE DESCRIPTIONS, 2 LEXICOGRAPHY, 27 THE PRACTICE OF
LSP, 31 LANGUAGE TESTING.
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APPENDIX: ILLUSTRATIVE CONCORDANCE DATA

These are a very few attested, but purely illustrative, concordance lines. They are
not a random or representative sample of the corpora from which they are drawn.
Readers could however study larger samples of the node words from other corpora



Language Corpora 129

and check whether they find comparable examples, and could also check whether
other word-forms of the lemmas (e.g., endures, endured) show the same patterns.
These examples are taken from the publicly accessible versions of CobuildDirect and
the BNC. The concordance lines are ordered alphabetically to the right of the node
word.

Word-forms endure, persevere, persist, and undergo.

01 st that smokers will have to endure 12-hour flights by becoming mo
02 d can remember having had to endure a certain amount of misery bef
03 ng that Romania still had to endure a period of austerity. Rome

04 ht find himself compelled to endure a spartan existence; unlike a

05 so that the rider has had to endure a steady worsening of the trav
06 erced family audience has to endure an hour of his old cine films,

07 the 1,700 prisoners have to endure constant noise from the Garmen
08 dertake forced labour and to endure dehumanizing captivity in the
09 t workers in El Paso, Texas, endure difficult conditions, and comp
10 e felt he had been forced to endure during the last three years. I

11 he birth. These episodes may endure for a few days or may linger f
12 nd the animals often have to endure hours trapped in the midst of

13 do nothing about, other than endure it or enjoy it, but it is alwa
14 lame. At last, when he could endure no more, he jerked his hands a

15 in a dark and cold place, to endure patiently sorrow and weakness
16 ans, for they were forced to endure the indignity of having anothe
17 over, one finds it easier to endure those tedious weekly audiences
18 aving to accept and bear and endure, and because I am quite clever
19 s will be painful for her to endure, and for you to witness, but u

20  ment. But they persevere and endure, rather than come out

21 ying at the moment. But they persevere and endure, rather than com
22 to quit, half determined to persevere he was caught for some mome
23 mething about the ability to persevere in adversity. Koppel: Well,
24t they produce. And we shall persevere in our efforts to find the

25  them to concentrate on, and persevere in solving problems and pur
26 atient’s family as a need to persevere in the face of inevitable 1

27 ing and difficult but if you persevere in the most important area
28 raiseworthy, and urge you to persevere in this work of salvation.

29  ting Colonel North failed to persevere through adversity or anythi
30 determined to remain and to persevere until she reaches a working
31 is often quite difficult to persevere with tape-recording during
32t completely. Be patient and persevere with the inoculation — it m
33  game to get into, but if you persevere you won’t be disappointed.
34  ts were fully determined ‘to persevere’ with the three-strand form
35 stage, but Brian decided to persevere, moving the boat to ED] Boa
36 earliest efforts, but should persevere, using a single rock sample
37 the ability to do it. If we persevere, we will get there. I accep
38  destroyed his willingness to persevere, yet since Izzy’s reawakeni
39 who insisted that she should persevere. One was a bright editor at
40 do this and it works if you persevere. You need to work at it — i
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41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60

61
62
63
64
65
66
67
68
69
70
71
72
73
74
75
76
77
78
79
80

nsiderable misunderstandings persist about the nature of the handi
hat tremendous uncertainties persist about the relative importance
appropriate if the movements persist and are causing the child an
operation, and that this can persist for five years or more. For
ally cold temperatures might persist for over a year. Any survivor
n that residual activity may persist for up to six weeks following
is it that many commentators persist in calling the Presocratics s
portunity, should the regime persist in its ill-advised campaign a
the region, parents will not persist in the face of the child’s re
r-pistol if the dog tries to persist in this antisocial behaviour.
ingle wet straws. Why do you persist in this perversity? Why do yo
d, dead batteries and if you persist in trying to recharge an
the office governments will persist in trying to regulate what we
minor ailments. If symptoms persist or are severe please consult
like Julie Andrews. Rumours persist that her brother will join he
ny smooth passages but fears persist that modern lightweight racin
1 three weeks ago. And fears persist that the PLO too may be drift
is not successful, he should persist until he has got what he want
mpassable forest, but if you persist you may find, depending on re
orth but the light rain will persist, especially over high ground.

lued women would have had to undergo a deep and important change o
he old people were likely to undergo a major psychological upheava
driving, had been induced to undergo a medical examination to see
work, each operative had to undergo a stringent medical examinati
racter of the shop seemed to undergo a transformation. The rush wa
ate. Mr Forbes was forced to undergo an emergency operation to rem
dly take kindly to having to undergo an identity check before bein
tually anyone at risk should undergo confidential testing on a tra
hospital and insisted that I undergo extensive tests. There was he
officers and men have had to undergo great privations. They landed
cope with two recessions and undergo immense change in that proces
Many of these creatures undergo intolerably cruel conditions
titute employees may have to undergo lie detector tests. Rapist w
fractured skull may have to undergo neuro-surgery if his conditio
g, if they were expecting to undergo surgery, or if they had a his
ho find themselves having to undergo the painful dislocation entai
ur means he will not have to undergo the punishing marathon of the
ronization, and initiative — undergo trial by fire. Holder also ha
but they would also need to undergo years of specialized training
ree RAF widows would have to undergo ‘demeaning means tests” years

Word-forms enduring, haunting, and persistent followed immediately by a noun.

81
82
83
84
85

andist only testified to his enduring ability to draw a crowd. 53
becoming a smash hit. The enduring appeal of Unchained Melody to
easoned optimism and by their enduring courage press on when lesser
also fails to reflect the enduring fascination of sporting it is
is the SUN which provides an enduring image of how Mrs Thatcher has
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86
87
88
89
90
91
92
93
94
95
96
97
98
99
100

101
102
103
104
105
106
107
108
109
110
111
112
113
114
115
116
117
118
119
120

121
122
123
124
125
126
127
128
129
130
131
132

daily lives Perhaps the most enduring legacy of Thatcherism is that
ries, for the prestige or the enduring legacy of having their name o
goofing around, it's about an enduring love of guitars that borders
rary education with a work of enduring merit from Everyman’s Library
intended to study music, an enduring passion of his which is refle
Hampshire’s winsome charm and enduring popularity have elicited pity
the all-time bestsellers. Its enduring popularity is beyond doubt, a
of the credit for ‘Messiah’s” enduring popularity belongs to the
rticular, Raeder developed an enduring reverence for the Baumeister
overworked person. Given the enduring sense of identity within
al” forms of masculinity, the enduring significance of the power of
of 1945 was led by men of enduring stature. Do you believe that
ars, this tree will become an enduring symbol of your commitment to
OUS Kelly Brown displayed her enduring talent when winning the Silk
in the 5th century AD - is an enduring tribute to one man’s vision.

was driving his car. The haunting beauty of the young woman sta
Days. Her voice retained its haunting edge, and when she reached fo
cold in his body. There was a haunting feeling of familiarity in the
e fought, in Matthew Arnold’s haunting image, on a darkling plain sw
Aztecs. Everything else — the haunting keyboard and nagging soprano
ed in black lace, and wails a haunting lament similar to Ofro Haza,
useums. We'll see the craggy, haunting land that the Berbers, an
es are part of an ancient and haunting landscape, and it is the livi
etry of his music has its own haunting lilt, vocabulary and rhythm.
ches, and listen to fado, the haunting music so expressive of the
d have-not society. This is a haunting novel that should give John M
; 14.99) quickly turns into a haunting parable of our times. There i
d it contains a sensitive and haunting performance from Rade Serbedz
all restrictions. Wistful and haunting piano music by Erik Satie;
and Demi Moore danced to the haunting record in the film Ghost — th
t imperious, with a dazzling, haunting smile; but the performance is
ntingly sung her own, quietly haunting song. Ex-S A Far Cry from
t surely have appreciated the haunting sound of the pipes after 280
Prevert, Francois Dupeyron’s haunting tale of a husband, his wife a
ter still, in Luke’s fragile, haunting voice, his effortless melodic

theft, damage to machinery or persistent absenteeism, and the employ
for just 27 runs. Apart from persistent abuse directed at home capt
from any body opening, any persistent change in a wart or mole —
of Iragi government. Iraq’s persistent claim is that the allies” a
diness when confronted with a persistent condition such as traumatic
n Wilson of our Science Unit. Persistent fatigue is the fourth most
e distressed by her husband’s persistent friendship with Diana, whic
elay of at least five days. A persistent front of high pressure over
1I; If you have suffered from persistent indigestion or chest pains,
by the unpopular poll tax and persistent inflation. At the Rome summ
freelance scholars. Yet the persistent popularity of the subject i
However, if memory loss is a persistent problem, there are exercise
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133 mic sound of the train sets a persistent pulse that throws the

134 good, but no more. Under more persistent questioning he admitted tha
135 eam against the ebb tide. The persistent rain had made the river ang
136  had his prayers answered with persistent rain over the last 48 hours
137  economic reinvestment and the persistent recession, while Perot can
138 courts”, and about its persistent rejection of international

139 with relish. Yet there is a persistent risk in using these snails.

140 [caption] Slow growth and persistent unemployment are global pro



5 Discourse Analysis

HUGH TRAPPES-LOMAX

5.1 Who Does Discourse Analysis, and Why?

Discourse analysts do what people in their everyday experience of language
do instinctively and largely unconsciously: notice patternings of language in
use and the circumstances (participants, situations, purposes, outcomes) with
which these are typically associated. The discourse analyst’s particular con-
tribution to this otherwise mundane activity is to do the noticing consciously,
deliberately, systematically, and, as far as possible, objectively, and to produce
accounts (descriptions, interpretations, explanations) of what their investiga-
tions have revealed.

Since the study of language in use, as a goal of education, a means of
education, and an instrument of social control and social change, is the
principal concern of applied linguistics, indeed its raison d’étre, it is easy to
see why discourse analysis has such a vital part to play in the work that
applied linguistics does, and why so much of the work that has been done
over the last few decades on developing the theory and practice of discourse
analysis been done by applied linguists (Widdowson, Candlin, Swales, for
example) or by linguists (notably Halliday and his followers) for whom the
integration of theory and practice is a defining feature of the kind of linguistics
that they do.

Much of the work, but not by any means all. A great deal of discourse
analysis is done by linguists who would not call themselves applied and
much by scholars in other disciplines — sociology, psychology, psychotherapy,
for example — who would not call themselves linguists. Discourse analysis
is part of applied linguistics but does not belong exclusively to it; it is a
multi-disciplinary field, and hugely diverse in the range of its interests.

For many the interest in discourse is beyond language in use (Jaworski &
Coupland, 1999, p. 3) to “language use relative to social, political and cultural
formations . .., language reflecting social order but also language shaping
social order, and shaping individuals’ interaction with society.”
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That this is no overstatement may quickly be demonstrated by indicating
something of the range of discourse-related books published in recent years:
discourse and politics (Schaffner & Kelly-Holmes, 1996; Howarth et al,,
2000); ideologies (Schaffner, 1997), and national identity (Wodak et al., 1999);
environmental discourse (Hajer, 1997; Harre, Brockmeier, & Muhlhausler, 1999);
discourse and gender (Walsh, 2001; Wodak, 1997; Romaine, 1998); discourse
of disability (Corker & French, 1999) and the construction of old age (Green,
1993); applied discursive psychology (Willig, 1999); professional discourse
(Gunnarson, Linell, & Nordberg, 1997) and professional communication across
cultural boundaries (Scollon, Scollon, & Yuling, 2001); the discourse of inter-
rogation and confession (Shuy, 1998); academic discourse (Swales, 1998); dis-
course in cross-cultural communication (Hatim, 2000) and translation (Schaffner,
2002); discourse in everyday life (Locke, 1998; Cameron, 2000; Delin, 2000)
and, at some remove from the everyday, divine discourse (Wolterstorff, 1995).

Jaworski and Coupland (1999, pp. 3-6) explain why so many areas of
academic study have become so gripped by enthusiasm for discourse
analysis in terms, firstly, of a shift in epistemology, “a falling off of intellectual
security in what we know and what it means to know . . . The question of how
we build knowledge has come to the fore, and this is where issues to do with
language and linguistic representation come into focus.” They point, secondly,
to a broadening of perspective in linguistics, with a growth of linguistic
interest in analysis of conversation, stories, and written text, in “the subtleties
of implied meaning” and in the interaction of spoken language with non-
linguistic communication. And, thirdly, they note how, in the changed polit-
ical, social and technological environment in which we now live — the
postmodern world of service industry, advertising, and communications
media — discourse “ceases to be ‘merely’ a function of work; it becomes work
[and the] analysis of discourse becomes correspondingly more important.”

5.2 Defining Discourse

Discourse analysis may, broadly speaking, be defined as the study of language
viewed communicatively and/or of communication viewed linguistically. Any
more detailed spelling out of such a definition typically involves reference
to concepts of language in use, language above or beyond the sentence, language
as meaning in interaction, and language in situational and cultural context.
Depending on their particular convictions and affiliations — functionalism,
structuralism, social interactionism, etc. — linguists will tend to emphasize one,
or some, rather than others in this list. (On the origins and implications of the
language in use vs. language above the sentence distinction see for example
Schiffrin, 1994, pp. 20—39; Pennycook, 1994a, p. 116; Widdowson, 1995, p. 160;
Cameron, 2001, pp. 10-13.)

To illustrate this point, let us imagine four linguists preparing to work with
the following small sample:
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A: You THREW it so you GET it
B: MOIlra + Ill call my MUM

Linguist 1 sees a text — the verbal record of a speech event, something
visible, palpable and portable, consisting of various bits of linguistic meaning
(words, clauses, prosodic features, etc.). This linguist is mainly interested
in the way the parts of the text relate to each other to constitute a unit of
meaning.

Linguist 2 sees beyond the text to the event of which it is the verbal record.
Linguist 2 is most likely the person who collected the data; and who made the
following note describing some features of the situation in which the exchange
took place:

[sunny Sunday afternoon, Edinburgh Botanic Garden, two girls, both aged 7
or 8, on a path; one of them has kicked the ball they are playing with into
the bushes]

This linguist is mainly interested in the relationships between the various
factors in the event: the participants, their cultural backgrounds, their relation-
ship to each other, the setting, what is going on, the various linguistic choices
made, etc.

Linguist 3 sees the text and the event but then beyond both to the perform-
ance being enacted, the drama being played out between the two girls: what
has happened, who is responsible, how the girls evaluate these facts (relate
them to some existing framework of beliefs and attitudes about how the world
— their world — works), how they respond to them, what each is trying to
achieve, their strategies for attempting to achieve these objectives, etc. This
linguist is mainly interested in the dynamics of the process that makes the
event happen.

Linguist 4 sees the text, the event, and the drama; but beyond these, and
focally, the framework of knowledge and power which, if properly understood,
will explain how it is possible for the two children, individually and jointly, to
enact and interpret their drama in the way they do.

We may, not unreasonably, imagine that our four linguists are colleagues in
the same university department. Each recognizes the validity of the perspect-
ive of each of the others, and the fact that, far from there being any necessary
conflict or “incommensurability” between them (but cf. Pennycook, 1994a), the
perspectives are complementary: all are needed for a full understanding of
what discourse is and how it works.

As implied by the above, I do not think there is much to be gained from
attempts to achieve a single definition of discourse that is both comprehensive
and succinct. (For a list and discussion of such definitions, see for example
Jaworski & Coupland 1999: 1-7.) Here instead is a set of definitions in the style
of a dictionary entry for “discourse”:
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discourse

1 the linguistic, cognitive and social processes whereby meanings are
expressed and intentions interpreted in human interaction (linguist 3);

2 the historically and culturally embedded sets of conventions which
constitute and regulate such processes (linguist 4);

3 a particular event in which such processes are instantiated (linguist 2);

4 the product of such an event, especially in the form of visible text, whether
originally spoken and subsequently transcribed or originally written
(linguist 1).

5.3 Ways and Means

Each of our linguists will draw, in their own particular fashion and to different
degrees, on the theories and techniques of a number of source disciplines for
the study of language in use — especially linguistics, psychology, pragmatics,
sociolinguistics, sociology, and anthropology. They will tend to favor one
or more of a variety of approaches to conducting their research that have
developed from these various sources. They are summarized in Table 5.1 and
then briefly discussed under four main headings: rules and principles, con-
texts and cultures, functions and structures, and power and politics.

5.3.1 Rules and principles of language in use

Under this heading are grouped approaches which seek to understand the
means by which language users — presumably universally, though this is always
open to empirical contradiction — make sense, in the light of various contextual
factors, of others’ utterances and contrive to have their own understood more

Table 5.1 Ways and means of discourse analysis

Rules and principles e pragmatics (including speech act theory and
politeness theory)
* conversation analysis

Contexts and cultures e ethnography of communication
* interactional sociolinguistics

Functions and structures * systemic-functional linguistics (SFL)
e Birmingham school discourse analysis
e text-linguistics

Power and politics e pragmatic and sociolinguistic approaches to
power in language
e critical discourse analysis
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or less as they intend. Included here is work in pragmatics (Levinson, 1983;
Mey, 1993; Thomas, 1995; Yule, 1996; Grundy, 2000) on:

* speech act theory (Austin, 1962; Searle, 1969);

e context; deixis and reference; shared knowledge (presuppositions) and
frameworks of interpretation (schemata);

® cooperativeness in interaction: the “cooperative principle” and its
“maxims” (Grice, 1975) and procedures for determining relevance (Sperber
& Wilson, 1995);

* indirectness, indeterminacy and implicature and how these derive
from particular ways of performing speech acts and manipulating the
“maxims”;

* politeness or tact (Leech, 1983; Brown & Levinson, 1987; Kasper, 1997).
Politeness theory deals with the concept of face, with acts which are
potentially damaging to face, and with the linguistic stratagems used for
limiting such damage, when it is unavoidable. It is informed not only
by linguistic pragmatics but also by social psychology and linguistic
anthropology.

Work in conversation analysis (CA) (see Chapter 10, this volume), notably
on rules of turn-taking and topic-management, and the sequencing rules
governing relations between acts, is also included here. Note that the “rules”
that CA is interested in are understood as members’ (not analysts’) rules:
norms of behaviour, discoverable in the recurring patterns of the action itself,
to which members orient in order to manage and make sense of what is going
on. In this respect CA differs from pragmatics. It also differs in its insistent
empirical concern with the minutiae of the textual data.

5.3.2 Contexts and cultures of language in use

Here are grouped approaches which focus on the sensitivity of ways of
speaking (and writing) to situational and cultural differences. Ethnography of
communication (Gumperz & Hymes, 1986; Duranti, 1997, Saville-Troike, 2003):

e offers a framework for the study of speech events, seeking to describe the
ways of speaking associated with particular speech communities and to
understand the role of language in the making of societies and cultures;

* involves both insider-like (“emic”) understanding of culturally specific
ways of communicating (both verbal and non-verbal) and of the various
beliefs and attitudes which connect with these ways; and outsider object-
ivity, encapsulated in Hymes” well-known “SPEAKING” acronym - an
“etic” framework of speech event components: setting and scene, particip-
ants, ends (purposes, outcomes), act sequences, key (attitudinal aspects),
instrumentalities (norms and styles of speech), norms of interaction and
interpretation, and genre (the discourse type).
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The knowledge that members of communities have of ways of speaking
includes knowing when, where and how to speak, what to speak about,
with whom, and so forth. The idea that we need, in addition to a theory of
grammatical competence, a theory of communicative competence (Hymes,
1972) arises from this fact. Speakers need knowledge not only of what is
grammatically possible but also of what is appropriate and typically done.

Interactional sociolinguistics (Schiffrin, 1994; Gumperz, 2001) aims at
“replicable analysis that accounts for our ability to interpret what participants
intend to convey in everyday communicative practice” (Gumperz, 2001). It
pays particular attention to culturally specific contextual presuppositions, to
the signals — “contextualisation cues” such as code- and style-switching, and
prosodic and lexical choices — which signal these, and to the potential for
misunderstanding which exists in culturally complex situations. It shares with
CA a keen attention to detail and a focus on members’ procedures, but differs
from it in its interest in processes of inferencing and in the consequences of
contextual variation and cultural diversity (for example, Tannen, 1984a).

5.3.3 Functions and structures of language in use

Grouped here are text-friendly models of language and grammar-friendly
approaches to text.

Systemic-functional linguistics (SFL) (Halliday, 1978; Halliday & Hasan, 1985;
Martin, 1992)

* sees language not as an autonomous system but as part of the wider
socio-cultural context, as “social semiotic”; the aim is “to look into language
from the outside and specifically, to interpret linguistic processes from the
standpoint of the social order” (Halliday, 1978, p. 3);

* sees grammar as meaning potential — a “potential” that is functionally
determined by the need of speakers and writers to simultaneously rep-
resent experience (the ideational function), manage their relationship with
their co-participants (the interpersonal function) and produce dialogue
or monologue, whether spoken or written, which is cohesive and coherent
(the textual function); the realization of these meta-functions can be
discerned both at the micro-level of clause structure (e.g., systems of
transitivity) and at the macro-level of context (register features of “field,”
“tenor,” and “mode”);

* provides a comprehensive theory of text analysis and genre (Martin, 2002).

Sharing much of the theoretical basis of SFL, Birmingham school discourse
analysis originated in the analysis of classroom discourse (Sinclair & Coulthard,
1975). This revealed a hierarchical model of discourse structure (lesson, trans-
action, exchange, move, act), whose most widely exploited insight has
been the regular sequence of moves within a teaching exchange: Initiating
move (from the teacher), Responding move (from the pupil), Feedback move
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(from the teacher). This “IRF” pattern can be detected in other domains, includ-
ing not only other unequal-power institutional domains such as doctor—patient
consultations but also casual conversation (Stubbs, 1983; Tsui, 1994; Eggins
& Slade, 1997, pp. 45-7). In the latter case, the third move (renamed follow-up)
is likely to involve some kind of interpersonally motivated evaluation, for
example a positive gloss on a respondent’s declining the initiator’s invitation.

Text-linguistics (de Beaugrande & Dressler, 1981; Levinson, 1983, p. 288 for
the distinction between this and “speech act (or interactional)” approaches;) is
not so much a single approach to discourse as a somewhat indeterminate set
of interests or predispositions. These include:

e focus on text, generally defined as language “above,” “beyond” or “longer
than” the sentence, and especially on the structure of texts and on their
formal (syntactic and lexical), or surface, features;

* achievement — and the role of various kinds of lexis in signalling these
(Hoey, 1991); on cohesion generally (e.g., Halliday & Hasan, 1976); on
rhetorical patterns of textual meaning such as general-particular and
problem-solution (Hoey, 1983, 2001); and on text structure seen in terms of
hierarchies of textual relationships (Mann & Thompson, 1987);

® a particular concern with the analysis of written texts (see, for example,
Connor & Johns, 1990; Mann & Thompson, 1992).

5.3.4 Power and politics of language in use

“Critical” approaches to discourse analysis do not hold a monopoly on interest
in the power and politics of discourse. Pragmatic and sociolinguistic approaches
necessarily share this concern. For example, in Searle’s speech act theory “having
the authority to do so” is one of the felicity conditions for issuing an order; in
Brown and Levinson’s politeness theory, difference in power between speaker
and hearer is one of the factors in choosing a strategy to manage a face-
threatening act; and the mere fact that most forms of discourse analysis
invoke, in one way or another, the relationship between language use and
social structure ensures that issues of power must always be on the agenda.
What distinguishes critical discourse analysis (CDA) (Fairclough, 1989, 1995;
van Dijk, 2001; Luke, 2002) in its approach to language and power is that it:

* aims to lay bare the “hidden effects of power,” the kind of effects which
may stigmatize the vulnerable, exclude the marginal, naturalize privilege
and, through the simple contrivance of presenting ideology as common
sense, define the terms of reference of political debate and subvert
resistance;

® draws on critical, poststructuralist, feminist and postcolonial theory, on
Foucault’s anti-essentialist philosophy of knowledge/power and Bourdieu’s
theory of symbolic capital, among others, as well as on various of the ways
and means of discourse analysis listed above, especially SFL;
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* concerns itself with issues of identity, dominance and resistance, and with
seeking out evidence in text — especially (to date) media and advertising
texts, and political documents and speeches — of class, gender, ethnic and
other kinds of bias;

* distinguishes crucially between two senses of the word discourse: what
Gee calls “discourse” and “Discourse”: the former refers to instances of lan-
guage in use, actual speech events; the latter to (far more abstract) ways of
using language: configurations of things that can (in particular cultural
and institutional contexts) be spoken about, ways of thinking and speaking
about them, and ways of behaving in relation to them.

CDA sees language as “everywhere and always” political (Gee, 1999, p. 1).
By politics Gee means “anything and anyplace where human social inter-
actions and relationships have implications for how ‘social goods’ are or ought
to be distributed,” and by social goods “anything that a group of people
believes to be a source of power, status or worth.” When we speak or write we
“always take a particular perspective on what the ‘world’ is like. This involves
us in taking perspectives on what is ‘normal” and not; what is ‘acceptable’
and not; what is ‘right’ and not...But these are all, too, perspectives on
how we believe, wish or act as if potential ‘social goods” are, or ought to be
distributed.”

CDA is a political enterprise in the additional and crucial sense that it
is motivated by a particular political agenda — non-conformist, anti-elitist,
neo-Marxist, anti-neo-liberal; it seeks not just to understand the social world,
but to transform it.

5.4 Some Issues of Approach, Focus,
and Method

By approach I mean the adoption of one, or a combination, of the ways and
means of discourse analysis outlined above. By focus I mean particular attention
to certain aspects of the total discourse reality, either on grounds of theoretical
preference or on grounds of perceived relevance to particular issues of practical
problem solving. By method, I mean decisions relating to data collection and
analysis, quality and quantity, subjectivity and generalizability, etc.

To some these issues are interdependent: a particular focus or approach will
imply some particular choices and dilemmas relating to method. To some
extent, however, they are separable: there are general issues of research method
in discourse analysis which arise whatever the chosen focus or approach.

The latter connect largely to the fact, noted above, that discourse research is
basically and predominantly qualitative: basically, in that the description of
some newly or differently identified kind of language-in-use phenomenon,
understood as far as possible from the participants’ point of view, is usually
the starting point, even if some counting up of types and tokens follows on
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from this; predominantly, in that very little quantitative research is actually
done. (Lazaraton, 2002 looked at publications in applied linguistics journals
over the last five years and found very few purely quantitative studies.) The
main exceptions to this statement are the variationist studies of discourse,
especially narrative, associated with Labov, a growing body of corpus-based
discourse studies (see Conrad, 2002 for an overview), and some discourse-
related work in second language acquisition.

Discourse research is mainly qualitative because it is inherently interpretive.
It sets out “to make sense of or to interpret phenomena in terms of the
meanings people bring to them” (Denzin & Lincoln, 2000, p. 3). There is no
“raw: data — qua discourse — for the analyst to work with. There is, of course,
the “text-as-record” (Brown & Yule, 1983, p. 6) but even this (in the case of
spoken discourse) is subject to a certain amount of “cooking” in the process of
transcription (see Ochs 1999 for a discussion of this issue) and part of what
the analyst has to do is to re-imagine (i.e., interpret) the actual discourse of
which the text-as-record is a very impoverished trace. Discourse analysis thus
shares with other forms of interpretive research in the social sciences the many
challenges of being qualitative while also being “disciplined.”

Qualitative research methods (see for example Holliday, 2002), designed as
they are to deal with the complexities of meaning in social context, are natural-
istic (not controlled), observational (not experimental), and more focused on
problems of validity than on those of reliability and generalizability. Data will
be “real, rich, deep” rather than “hard and replicable” (Lazaraton, 2002; and
see Pennington, 2002 on dilemmas for discourse analysts in determining what
is or is not to be data). Questions about how to deal with subjectivity, how to
relate to human subjects ethically, and how, in general, to be methodical and
principled in the approach to data and its analysis, while not being blinkered
by a priori theorizing, must always be at the forefront of researchers” concerns
(Milroy, 1987; Cameron et al., 1992).

One way of dealing with subjectivity is through multiplicity of approach.
This is usually referred to as triangulation and is especially characteristic of
ethnographic approaches. Triangulation is generally understood to refer to the
use of different types or sources of data (for example a participant’s account in
addition to the analyst’s account) as a means of cross-checking the validity of
findings, but may also refer to multiple investigators, multiple theories, or
multiple methods (Denzin, 1978).

Another is through explicitness of criteria. An example is Sinclair and
Coulthard’s (1975) set of four criteria for any model of discourse: (1) there
should be a finite descriptive apparatus, (2) there should be clear criteria for
labeling data, (3) the whole of the data should be describable, and (4) there
should be at least one impossible combination of symbols. The difficulty of
defining and applying such criteria no doubt explains why, almost 30 years
later, Lazaraton (2002) identifies solving the problem of evaluative criteria
for qualitative discourse research as the key to ensuring that all published
research is quality research.



142 Hugh Trappes-Lomax

A third way is mechanization. This involves the use of concordancing and
other programs to analyze large corpora of textual data. “When correctly
instructed, computers make it more difficult to overlook inconvenient instances,
and are to that extent a move towards descriptive neutrality. We select what to
look for but should then accept as evidence what the computer finds” (Stubbs,
1994, p. 218; Stubbs, 1996).

When all else fails vigorous debate may help to stimulate reflection and to
clarify contentious issues. An example is the debate between Widdowson and
Fairclough (Widdowson, 1995, 1996; Fairclough, 1996) on CDA (a set of proced-
ures “not essentially different from literary criticism,” in Widdowson’s view),
with particular reference to the meaning of “interpretation” in discourse analysis
and the implications of ideological commitment. The nub of Widdowson'’s argu-
ment is that “critical” means committed and implies a partial (both biased and
selective) interpretation of text, while “analysis . . . seeks to reveal those factors
which lead to a divergence of possible meanings, each conditionally valid . . .
[and] recognizes its own partiality.” CDA is thus a contradiction in terms.
Fairclough argues, in reply, that Widdowson is confusing two meanings of inter-
pretation: interpretation-1, “an inherent part of ordinary language use, which
analysts, like anyone else, necessarily do, [i.e.] make meaning from/with spoken
or written texts”; and interpretation-2 (which elsewhere Fairclough calls explana-
tion), “a matter of analysts seeking to show connections between properties of
texts and practices of interpretation-1 in a particular social space, and wider
social and cultural properties of that particular social space.” Interpretation-1
is part if the domain of interpretation-2. Fairclough also notes that the political
positionings and priorities of CDA are not inevitable: “a CDA of the right is
quite conceivable, directed for instance at left-wing or feminist texts.”

Moving to issues of “focus,” Figure 5.1 summarizes five factors, displaying
these in a particular configuration with “interaction” at the center and the four
others aligned so as to suggest two principal dimensions in the description of
language in use: one (Instrumentalities-Text) oriented more to the linguistic
aspects of discourse, the other (Function—-Context) more to the social. All the
factors are, of course, interconnected. Placing interaction at the center, linked
to each of the other factors by double arrows, is intended to represent the
reality that, whatever aspect of discourse we may for practical or theoretical
reasons focus our attention on, ultimately it must be understood in terms of
interaction.

5.4.1 Interaction

It is with the concept of interaction that discourse (for the analyst) comes to
life. Entrances are made, intentions are formed, topics are introduced, turns
are taken, actions are performed, reactions are prompted and in turn reacted
to; understandings are checked, contributions are acknowledged, breakdowns
occur, repairs are contrived; exits are negotiated. People are at work, doing
things with meanings (producing them, interpreting them, negotiating them),
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Instrumentalities Context
(code/register/genre) <> (of culture, institution
and situation;

shared

knowledge and
expectations)

Interaction

Communicative
function <> Text

(social, discoursal) (spoken, written)

Figure 5.1 Discourse: five factors which focus discussion and analysis

co-creating an event whose trajectory may be clear to none of them until it is
complete, and perhaps not even then.

This is discourse seen not as product (a text on a page) but as process, joint
action in the making (Clark, 1996), and in consequence most difficult to
capture and analyze without losing sight of its essence. The very smallest
details — the falling-from-high pitch tone on which B says “Moira” for example
— may be the most telling in revealing what is happening and with what
intended, or unintended, effect.

The concept of discourse as interaction is present in all current ways and
means of doing discourse analysis. In pragmatics, meaning is seen as “a
dynamic process, involving the negotiation of meaning between speaker
and hearer, the context of utterance (physical, social, and linguistic) and the
meaning potential of an utterance” (Thomas, 1995, p. 22). The interactional
workings of intention and effect are central to speech act theory; Grice’s maxims
“are essentially ground rules for the interactive management of intentions”
(Widdowson, 1998, p. 13); and the mutual establishment and maintenance
of rapport (the avoidance of threats to face) underpins theories of politeness
and tact. Conversation analysis and interactional sociolinguistics provide
somewhat contrasting approaches to the description of the accomplishment
of interaction, the former more focused on the internal (to the text) mechan-
isms of turn-taking and sequencing, the latter highlighting the links between
the micro-processes of the text, for example intonational and other “con-
textualization cues,” and the macro-world of social structures and cultural
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presuppositions. IRF analysis provides a somewhat static post hoc view of the
accomplished interaction as a hierarchical patterning of acts, moves, exchanges,
and transactions.

The interactionality of discourse is not restricted to the spoken language. “Text
is a form of exchange; and the fundamental form of a text is that of dialogue,
of interaction between speakers . . . In the last resort, every kind of text in every
language is meaningful because it can be related to interaction among speakers,
and ultimately to ordinary everyday spontaneous conversation” (Halliday &
Hasan, 1985, p. 11). It can be argued that written no less than spoken interaction
involves dynamic processes of interaction between readers and writers. Hoey,
for example (2001, p. 11) defines text as “the visible evidence of a reasonably
self-contained purposeful interaction between one or more writers and one or
more readers, in which the writer(s) control the interaction and most of (char-
acteristically all) the language.” The point about writer control, however, is a
reminder that though monologic written interaction may be likened to spoken
interaction as a dynamic process of pragmatic meaning creation (Widdowson,
1995), it is unlike it in the crucial respect of being non-reciprocal. The writer
may anticipate the imagined reactions of the reader, but cannot respond to the
actual ones. Much that is characteristic of written discourse is explained by
this fact. As Widdowson (1979, p. 176) puts it, “the writer assume[s] the roles
of both addresser and addressee [and] incorporate[s] the interaction within the
process of encoding itself.” For the reader, normal Gricean principles operate:
“People do not consume texts unthinkingly but process them in normal prag-
matic ways, inferring meanings . ..” (Widdowson, 2000, p. 22).

5.4.2 Context

The word interaction encodes two of our focal factors: context (“inter”), the
participants, understood in terms of their roles and statuses as well as their
uniqueness as individuals, between whom the discourse is enacted; and func-
tion (“action”), the socially recognized purposes to the fulfillment of which
the interaction is directed; what Gee (1999, p. 13) calls the whos and whats of
discourse.

When you speak or write anything, you use the resources of English to project
yourself as a certain kind of person, a different kind in different circumstances. If
I have no idea who you are or what you are doing, then I cannot make sense of
what you have said, written or done ... What I mean by a “who” is a socially-
situated identity, the “kind of person” one is seeking to be and enact here and
now. What I mean by a “what” is a socially situated activity that the utterance
helps to constitute.

s s

Note that Gee talks of “projecting,” “enacting,” “seeking,” “constituting,” as if
context is part of what people think and do and create rather than merely a
fixed set of circumstances constraining what they may think and may do.
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This idea that context is something psychological and dynamic, within the
minds of the participants and part of the discourse process, is prevalent in
most of the ways and means we have discussed. Hymes’ model, for example,
distinguishes between setting — the physical surroundings — and scene,
the participants’” understanding of the kind of thing that is going on, the
“psychological setting.” Context activates prediction-making; SFL offers an
explanation of how this happens:

You [construct] in your mind a model of the context of situation; and you do it in
something like these terms. You assign to it a field ..., a tenor...and a mode.
You make predictions about the kinds of meaning that are likely to be fore-
grounded in this kind of situation. So you come with your mind alert...
(Halliday & Hasan, 1985, p. 28)

In a discussion of theories of context in relation to the needs of teachers and
learners, Widdowson (1998, p. 15) criticizes relevance theory for “dissociating
inference from interaction, and therefore from the on-line context which
is interactionally constructed in the actual activity of interpretation”; i.e. it is
not enough for a theory of contextual meaning to be a psychological theory,
it must also be an interactional theory.

5.4.3 Function

Context and function (Gee’s “socially situated activity”) are closely inter-
connected. Each is at least partly definable in terms of the other, so that we
can recognize a context of situation by the kind of communicative functions
that are typically realized in it (in church, praying; in the classroom, eliciting,
replying, and evaluating) and we can recognize a function by the kind of
contexts required for its performance (sentencing: the end of a trial, judge
speaking, prisoner being addressed; marrying: wedding ceremony, bride or
groom addressing officiating person). Utterance “helps to constitute” these
activities — the variously defined “acts” of speech act theory, conversation
analysis, ethnography of speaking, and IRF analysis — but they are definable
independently of any particular form of expression. To explain to a person
who doesn’t speak English what an apology is I need only describe the kind
of situation that produces an apology, the intention behind it, and its likely
effects; I do not need to mention that an apology in English may be performed
with expressions such as “I'm so sorry” and “I do apologize.” Furthermore, it
is only in context that speakers are able to recognize whether, for example, an
utterance of “I'm so sorry” is to be taken as an expression of apology, regret,
condolence, or sarcastic defiance.

As Hymes’ model makes clear, speech events and speech situations are
cultural constructs, and the norms of behavior and attitude associated with
them belong within particular speech communities. The context of culture
defines what is conventionally possible within a speech community, expressed
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by Halliday as “the institutional and ideological background that give value
to the text and constrain its interpretation” (Halliday & Hasan, 1985, p. 49).
Critical discourse analysis problematizes the notion of context of culture in
terms of discourses and orders of discourse, the power that lies behind these,
and the ideologies that they covertly encode. This raises issues of considerable
interest and importance about how interaction — the participants interacting —
relates to context-function. To what extent are the participants free agents?
How far does the Discourse determine the discourse? This is one of the themes
of the Widdowson-Fairclough debate referred to above (and see also
Pennycook, 1994a). For Widdowson, individuals do not “simply act out social
roles . .. Discourse is individual engagement. It is individual not social subjects
who interact with each other. Of course I do not mean to suggest that they are
free agents to do what they will. They are constrained by established conven-
tions and regulations, and restrictions are set on their initiative. But they are
not absolutely controlled by them: there is always room for maneuver”
(Widdowson, 1996, p. 58; my emphasis). Fairclough’s response to this is that
Widdowson “assumes too liberal a view of the social as a voluntary association
of free individuals.” Discourse analysis on this account is

reduced to pragmatics . . . It takes on the prediscoursal theory of the subject and
of context which is general in pragmatics: subjects and contexts are not consti-
tuted in discourse, they are constituted before and outside discourse — subjects
use contexts to interpret discourse. This cuts discourse analysis off from explora-
tion of the socially and culturally constitutive effects of discourse, and more
generally cuts discourse analysis off from treating language as part of the social
whole. (Fairclough, 1996, p. 54)

It is clear from this that it is not only language that is “always and everywhere
political.” Context is too.

5.4.4 Instrumentalities

By instrumentalities (the term is borrowed from Hymes’ SPEAKING grid)
I mean the resources of the language system (lexico-grammar and intonation),
contextually determined or determining registers or styles, and genres.

Some discourse analysis pays, and has paid, relatively little attention to the
language side of discourse — instrumentalities and their realization in text —
concentrating instead on context-function. This has been criticized both from
an applied-linguistics-for-language-teaching point of view (e.g., Widdowson,
1998) and also from a CDA point of view (Fairclough, 1999).

Discourse analysis needs a functional model of language, one that can show
how the resources of the language system are organized to meet the needs of
“whos and whats” (context-function) in actual communication. Two distinct
versions of functionalism can be identified here, which we may call “function-
external” and “function-internal.”
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The “function-external” version is essentially an appropriateness model,
derived from Hymes’ theory of communicative competence, which includes
knowledge of what is appropriate use of language for a given context-
function. For example, it is appropriate, in some English-speaking cultures,
to say “I'm so sorry” — but not “I'm sorry” — when offering condolences
(social function) to a friend; it is appropriate (in some kinds of conversational
situation) to use the simple present tense when shifting to narrative mode
(discourse function).

The “function-internal” version is the systemic model, whose premise,
as described above, is that the lexico-grammar is organized, through the
ideational, interpersonal, and textual metafunctions, to meet the intrinsic needs
of language-mediated communication in whatever situation. In this model, the
connection to the external is made through the categories of register and genre.

At some risk of over-generalizing, one might say that function-external
description is more favored in discourse analysis applied to language teaching
(work of the Sydney School is an exception to this); and function-internal
description is more favored in critical discourse analysis, particularly the
variety associated with Fairclough. (One of Widdowson'’s criticisms of CDA,
in the debate already mentioned, is what he sees as its tendency to confuse the
internal and external concepts of function, and assume that it is possible to
“read off” discourse meanings — external — from textual encodings — internal.)

The distinction between register and genre is not always easy to grasp, but
may be explained, if somewhat over-simply, as follows. Register is the means
whereby contextual predictability (in terms of field, tenor, and mode) is reflected
in the lexico-grammar. Genre is the set of purpose-determined conventions in
accordance with which the discourse proceeds on a particular occasion. These
include the staged patterning of the discourse, typical topics, and features of
register. (Genre analysis thus subsumes register analysis.)

Most approaches to discourse explicitly or implicitly address the question of
genre. Genre, as already noted, is one of the items in Hymes” SPEAKING grid
for the analysis of speech events. In conversation analysis, as Eggins and Slade
(1997, p. 30) note, though the focus has tended to be on micro-structural issues
rather than on the larger macro-structures of conversation, there is some
attention to “global text structure” —i.e., in effect, to genre. Birmingham school
discourse analysis, though not normally referred to as genre analysis, in fact is
so; Sinclair and Coulthard’s (1975) original account of classroom discourse in
terms of social purposes, macro-structure, lexico-grammatical choice, etc. is a
notable example.

Eggins and Slade (1997) is a detailed study of the genre of, and the genres
in (for example gossiping and storytelling) casual conversation, drawing on
SFL as well as other approaches to discourse analysis. Their analysis of story-
telling episodes draws on Labov’s account (Labov, 1972) of narrative struc-
ture in terms of abstract, orientation, complicating action, evaluation, result
or resolution, and coda. This must be by far the most frequently cited theory
of a genre in the discourse literature. A close runner-up would be Hoey’s
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situation-problem-solution-evaluation pattern (Hoey, 1983) which, though not
devised as a model specifically of narrative structure and though normally ap-
plied to the analysis of written text, bears many resemblances to it. It provides,
for example, a neat account of the sequence of events in the Moira incident:

act 1 situation (the one created by B as a result
of throwing the ball)

(unstated) | problem (the ball is lost or difficult to get)

act 2 solution (B should get it)

act 3 evaluation (the solution is unacceptable to B)

Granted what we said in our first reference to the Moira incident, B’s
negative evaluation of A’s solution defines this particular encounter as, gener-
ically, a quarrel (or at least the beginning of one). If we looked not only at this
instance of quarreling but at a sufficient sample, we could begin to identify the
generic features of children’s quarrels in terms of their micro-functions (acts),
stages, register features, etc., and to explain them in terms of some overall
characterization of who engages in quarrels, in what circumstances, and for
what reasons.

There are several current approaches to genre, notably SFL, English for
Specific Purposes, new rhetoric, and critical (Hyon, 1996; Hyland, 2002).

Early SFL genre studies were Hasan’s (Halliday & Hasan, 1985) and Ventola’s
(e.g., 1987) studies of service encounters. Later work (especially by Martin
and his associates) has been on written genres (reports, narratives, explana-
tions, etc.), especially with the aim of facilitating literacy education in schools
(see Section 5.5.2).

The “ESP approach,” especially associated with Swales (1990) and Bhatia
(1993), is a pedagogically oriented approach to genre, with strong roots in the
teaching of English for academic purposes, especially reading and writing.
The two most prominent features of this kind of analysis are the description
of genre in terms of functionally-defined stages, moves, and steps (in effect
Birmingham-style analysis transmuted to the written mode), and the association
of genres with particular “discourse communities,” i.e., networks of expert
users (for example applied linguists) for whom a genre or set of genres
(research article, conference paper) constitutes their professionally recognized
means of intercommunication.

The new rhetoric approach is less linguistic and text focused than either the
SFL or ESP approaches; it is more ethnographic, looking at the ways in which
texts are used and at the values, attitudes, and beliefs of the communities of
text users (Hyon, 1996, p. 695).

Within the critical discourse framework, Fairclough defines genre as “a
socially ratified way of using language in connection with a particular type of
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social activity (e.g., interview, narrative, exposition)” (1995, p. 14). The distinc-
tion he draws between discourse, style and genre is explained, in relation to
political language, in his account of the discourse of New Labour (Fairclough,
2000, p. 14):

Styles (e.g., Tony Blair’s style) are to do with political identities and values;
discourses (e.g., the discourse of the “Third Way”) are to do with political rep-
resentations; and genres are to do with how language figures as a means of
government (so the Green Paper constitutes a particular genre, a particular way
of using language in governing).

The critical view of genre is that such “ways,” as part of the unequally distri-
buted symbolic capital of society, are empowering to some, oppressive to others.

Oppressive, but not necessarily imprisoning. Genres are historical outcomes,
and subject to change through contestation (the resistance of individuals).
Widdowson’s claim, quoted above, that subjects are not absolutely controlled
by conventions, “there is always room for maneuver,” represents a widely
held view. Genre, like context, is “negotiated” in the process of interaction.

Where the focus of research is on instrumentalities, issues of “quantity”
come to the fore. A register is a variety of language (like a dialect), a genre is a
type of speech event. Neither can be described simply on the basis of single
instances analyzed qualitatively. Sufficient samples of representative data
are needed, and many different features of these samples, and associations
between the features (for example between tense usage and stage of discourse),
will be subjected to scrutiny. It follows that corpus data and methods are
likely to prove particularly useful. In the article cited earlier, Stubbs (1994)
outlines a research programme to include (amongst other points) comparative
analysis, without which “we cannot know what is typical or atypical, or whether
features of texts are significant, linguistically or ideologically, or not,” and
long texts, “since some patterns of repetition and variation are only realized
across long texts (such as complete books).”

54.5 Text

Earlier in this chapter I characterized text as the “verbal record of a speech
event,” “the product of [a speech] event, especially in the form of visible text,
whether originally spoken and subsequently transcribed or originally written,”
and a “unit of meaning.” Text is both something produced by interactants in
the process of making discourse and something consumed by linguists in the
process of making analyses. These two somethings are by no means the same.
The first is an inextricable part of a living here-and-now process of meaning-
creation and intention-interpretation (i.e., undetachable from interaction), the
second is an inert object laid out as if on a slab for dissection by the pathologist.
Both are meaningful, but again not in the same way. In the first, meaning is
the output of the activity of the participants (they create meaning in the process
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of text-making); in the second, meaning is the input to the process of analysis
(analysts take meanings and work out how they got there). The situation is
further complicated by the fact that the relation between participants’ text
and analysts’ text is affected by the original medium of communication. In the
case of spoken discourse the thing on the slab bears only a faint resemblance
to the original event. In the case of written discourse the two may seem (but in
fact for the reasons I have given are not) indistinguishable.

The essential idea is that discourse analysts deal with meanings. They are
interested only in forms and they are or should be interested in forms as
conveyors of meaning. (The attraction to discourse analysts of a systemic model
of language is precisely that its approach to grammatical analysis is in terms of
the meaning potential of forms for use in texts.) The constructs that discourse
analysts work with in analyzing texts — function, texture, information struc-
ture, macro-structure, cohesion, coherence, text itself — are meaning constructs.
This is non-controversial, but it does not get us very far. How can we know
(and agree) precisely what the meanings are that we are dealing with? (Recall
the debate between Widdowson and Fairclough on the analyst’s role in inter-
pretation.) To what extent (and in what respects) are these meanings “in” the
text (so all the analyst has to do is to “read them out”), and how far are they
“read in” by participants in the light of contextual factors?

In view of all these complexities, it is not surprising that the word text is a
site — “critical” euphemism for battleground — of considerable theoretical
importance. How you think about text will surely determine how you think
about context, function, instrumentalities, and interaction. It will also have a
profound impact on decisions about method.

It is, for example, partly (but significantly) issues to do with the nature of
text — and how text is to be distinguished from discourse — that underlie the
debate between Widdowson and Fairclough mentioned earlier. Widdowson's
view is that a conceptualization of text as a formal object (“language bigger
than the sentence”), disconnected from context and therefore from interpreta-
tion as discourse, disposes critical discourse analysts to overlook the possibil-
ity of multiple interpretations of text (different discourses which may be found).
“There is usually the implication that the single interpretation offered is
uniquely validated by the textual facts.” (In a separate controversy, Widdowson
takes corpus linguistics to task on similar grounds; Widdowson, 2000, 2001;
Stubbs, 2001).

In his reply to Widdowson, Fairclough denies the charge, pointing to the
way in which his own work “centers the dialectic of structure and action in an
account of the subject in discourse” and emphasizes the way in which “shift-
ing discursive practices, manifested in texts which are heterogeneous in forms
and meanings, can be analyzed as facets of wider processes of social and
cultural change” (Fairclough, 1996, p. 55). He counter-argues that Widdowson'’s
position is “unduly restrictive” especially in failing to take account of
intertextuality, “the key to linking the Foucaultian tradition to the tradition
in linguistics.” This notion — no text is an island — draws attention to the
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dependence of texts upon society and history and bridges the gap between
texts and contexts (Fairclough, 1999). Actual texts mix genres and discourses,
or more accurately actual people contrive to mix genres and discourses in the
texts they produce. In this way the text is understood as a site of struggle for
symbolic resources.

5.5 Discourse Analysis, Language in Education,
and Education for Language

Discourse analysis figures prominently in areas of applied linguistics related
to language and education. These include both language as a means of
education and language as a goal of education, and both first language edu-
cation and second language education. (By first language education I mean
mainstream education, generally state provided, in situations where the
medium of education is, typically, the L1 of most of the students. By second
language education I mean both the teaching of second/foreign languages
and the use of second/foreign languages as media of education. For many
learners these two situations are, of course, co-occurrent.)

Figure 5.2 sets out, in accordance with these two dimensions, some of the
main areas of discourse-related work in education. Each of these areas has
been informed or influenced by discourse research drawing on pragmatics,

Language use as goal as means
in the context of e needs analysis, syllabus design e role of classroom interaction and
second language and means of assessment task-fostered interaction in
education e design of tasks and materials language acquisition
teaching grammar, lexis and e interlanguage pragmatics
intonation e the second language as a
o teaching skills: spoken/written, medium of education: contrastive
receptive/productive rhetoric
e teaching for specific purposes: ¢ the second language as medium
academic/professional of education and
e pedagogical description and as prospective medium of
teacher education communication outside the

classroom: issues of language,
ideology and power

in the context of first e skills for education and e structure of classroom discourse
language education for life e social class codes and educational
e literacy as social practice, critical genres
language awareness (CLA) as a ¢ classroom discourse and

means of empowerment textbooks as commodities

Figure 5.2 Discourse analysis and education
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conversation analysis, ethnography, and the various other ways and means
described earlier in the chapter, some of this research focusing more on the
context-function aspects of discourse such as situation types and speech acts,
some on instrumentalities such as register and genre, some on the structure
and cohesiveness of text, and some on interactional aspects of discourse such
as inferencing, predicting, turn-taking, and repair.

5.5.1 Discourse and second language education

Since the beginnings of communicative language teaching (CLT) and espe-
cially the teaching of English for specific (academic and professional)
purposes, second language teaching and learning has come to be under-
stood increasingly in terms of discourse, so that “today it is rare to find
people involved in language teaching who are unaware of the significance
of discourse for teaching reading, writing, intonation or spoken language,
and for the evaluation of students” communicative competence” (Pennycook,
1994a).

Hymes’ concept of communicative competence has been appropriated for
language teaching purposes in a series of evolutionary reformulations (Canale
& Swain, 1980; Canale, 1983; Bachman, 1990) so as to include grammatical,
pragmatic, sociolinguistic, discourse, and strategic competences, all of which
are in effect discourse competences, since they account for the ability of
members of speech communities to put language to use. Defining the goals
of language teaching in terms of communicative competence leads naturally
to “an integrative view wherein the over-arching perspective of language as
discourse will affect every part of the syllabus, including any conventional
system components and functional/speech act components, however they are
treated, whether as a series of layers of language, or as realizations within
general specifications of discourse strategies” (McCarthy & Carter, 1994). Within
such a perspective, learner needs, syllabus aims and content, and task goals
and procedures will all be specified primarily in discourse terms. Materials
(text or audio/video) are selected and presented to meet criteria of commun-
icative authenticity. Tests are constructed to recreate as closely as possible
the conditions under which language will be used in real communication in
the defined target situation.

But in the context of the classroom it is not easy to be sure what is real, what
is authentic. In part this is a text/discourse issue, in part an interaction/
learning issue. As the former, it has been around since the earliest years of
CLT in the form of the proposition that the most effective input material
for learning is “authentic” — i.e., completely or substantially unmodified —
instances of native speaker discourse. It has recently been given a new lease of
life as a result of the impact (or at least the claims) of corpus-based language
teaching publications: dictionaries, reference grammars and course materials
(Hunston, 2002, pp. 192-7). The texts on which such learner inputs are based
are of course “authentic” in one sense, namely that they are attested: they were
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all produced by real people in real contexts for real communicative purposes.
But what we have here are only the “material products of what people do
when they use language . . . only . . . the textual traces of the processes whereby
meaning is achieved” and what is lost is “the complex interplay of linguistic
and contextual factors whereby discourse is enacted” (Widdowson, 2000).
Furthermore, what was real for the original participants cannot be similarly
“real” for learners, for their context is a different context, that of learning a
foreign language. It seems clear (Widdowson, 2002)

that the language of normal user occurrence has to be pedagogically processed so
as to make it appropriate for learning, which means that learners can appropriate
it for learning. And this appropriation depends on two conditions: firstly,
the language has to key into the learner’s reality so that they can realize it as
meaningful on their terms; secondly, it has to activate their learning — it has to be
language they can learn from.

As to the other issue (interaction/learning) we note that in the language
classroom acts of communication using the target language are not merely the
hoped for outcome of learning but an essential means to successful language
acquisition.

In their interactions with their peers and with their teachers, learners
experience communication breakdowns which prompt negotiation of mean-
ing, accomplished through clarification requests, confirmation checks, and
requests for repetition. The resulting modifications are assumed to enhance
comprehensibility of input and thence indirectly lead to acquisition itself
(Tsui, 1998; Platt & Brookes, 2002).

From this it follows that opportunities for interaction, and involvement in
relatively more beneficial types of interaction (if it can be determined what
these are), are crucial to success. The attention of researchers thus turns to how
questioning is conducted; how and by whom turn-taking is controlled; how
tasks are designed in terms of the nature of the interactional demands they
make on the learners and how learners “engage” with them (Platt & Brookes,
2002); and how feedback is given in response to learner output. All of these
are discourse issues (as well as pedagogic ones), to the analysis of which a
variety of approaches, including conversational analysis, ethnography, and
genre analysis, can contribute.

Preparation for language teaching, whether in the form of teacher training
courses or methodology textbooks, is most commonly organized around the
main language areas (phonology, grammar, and lexis) and the four skills (speak-
ing, listening, reading, and writing). A recent example is Hedge (2000). Text-
books on discourse for language teachers (e.g., McCarthy, 1991; Celce-Murcia
& Olshtain, 2000) often follow this familiar pattern; Olshtain and Celce-Murcia
(2001) and Trappes-Lomax (2002) provide recent overviews. In general this
approach is probably effective in meeting the needs and expectations of prac-
titioners, but potential disadvantages of these divisions may surface if
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* grammar and lexis are presented as more separate than they really are,
thus obscuring their inter-connectedness in lexico-grammar;

* the four skills are presented as more separate than they really are, thus
obscuring the fact that they are often co-constitutive of actual speech events
(illustrated in Figure 5.1 by the picture of the two nurses who are engaged
in the skill-complex social practice of jointly reviewing a patient’s notes);

* spoken and written media are conceptualized as discrete types rather than
points on a continuum;

* there is a failure to attend to general features of interpretation, on the one
hand, and production, on the other, thus obscuring what is common to
listening and reading and what is common to speaking and writing;

* text-making features are divided arbitrarily between the spoken and writ-
ten modes (for example it is sometimes implied that cohesion is mainly a
property of written text), thus obscuring those text-making features that
are common to discourse of all kinds.

A discourse-based pedagogical description of phonology will focus on
prosodic aspects including rhythm (especially differences between L1 and L2),
the use of tonic stress placement to signal information status (given, new,
etc.), and the use of tone and key to signal functional (e.g., question, state-
ment), attitudinal (e.g., concerned, unconcerned), and interactional (e.g., turn
and topic management) meanings (Brazil, 1997; Clennell, 1997; Chun, 2002).

A discourse-based description of grammar —a “discourse grammar” (Hughes
& McCarthy, 1998; McCarthy, 1998) — will treat grammar functionally. It will
cover not only the possible realizations in grammar of particular speech act
functions such as requesting and suggesting (and their mitigation for reasons
of politeness and tact), but the way in which grammatical categories such as
tense, aspect and modality pattern across texts, the role of grammar in creating
textual cohesion (reference, substitution, conjunction, etc.) and information
structure (through devices of thematization such as adverbial placement, the
use of the passive and clefting).

One particularly important aspect of the development of discourse grammar
in recent years has been work on grammatical descriptions of the spoken
language in the light of work on spoken corpora (Carter & McCarthy, 1995;
McCarthy, 1998).

A pedagogical discourse grammar may also attend to “critical” or “political”
(in Gee’s sense) aspects of lexico-grammatical choice. Through grammar we
create, whenever we speak or write, “political” perspectives. An example of
this is pronoun use. (B’s most potent weapon in her rebuff to Moira in our
example is the word “my” in “my mum.”) As Pennycook has pointed out
(1994b) “pronouns are always political in that they always imply relations of
power.” Another is the use of connectives. (Moira’s “so” explicitly evokes the
relevant aspect of “the way things are” in children’s play.)

A discourse description of lexis (see for example Carter & McCarthy, 1988)
will cover the ways in which lexis contributes to textual cohesion (through
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relationships of synonymy, hyponymy, collocation, etc.), textual structuring
both spoken and written (through discourse markers), and genre (through
lexical features of register). Attention to the role of lexical phrases or “chunks”
in relation to functional and contextual features of discourse (Nattinger &
de Carrico, 1992) has been hugely significant in recent years, contributing to
the development of lexical approaches to language teaching.

In considering discourse aspects of skills teaching, “interaction” is central
since it is here that we look for accounts of the different kinds of social and
cognitive work required of participants depending on whether their role in the
interaction is productive (speaking, writing) or receptive (listening, reading)
or both alternately (oral interaction or on-line written “chat”), and depending
on whether the medium of communication is speech or writing.

Effectiveness in receptive roles, in whatever mode of discourse, can be
fostered by (amongst other things):

* activating appropriate knowledge structures (schemata), both formal (genre)
and content (knowledge of the topic) through pre-listening /reading activities;

¢ foregrounding contextually relevant shared knowledge to help in predicting
topic development and guessing speaker/writer intentions;

* devising tasks which promote appropriate use of top-down processing
(from macro-context to clause, phrase, and lexical item) and bottom-up
processing (from lexical item, phrase and clause to macro-context);

e focusing on meta-discoursal signaling devices.

Effectiveness in productive roles can be fostered by building into the cycle
of task work attention to:

e salient features of context (setting, scene, the predicted state of knowledge
and expectations of the reader/hearer);

¢ the means whereby a speaker or writer projects himself or herself as a
certain kind of person, “a different kind in different circumstances” (Gee,
1999, p. 13);

e function (communicative goals); the “socially situated activity that the
utterance helps to constitute” (Gee, 1999, p. 13);

* appropriate instrumentalities (features of register and genre);

* development of effective communication strategies appropriate to the mode
of communication.

The teaching of spoken language skills draws on our gradually increasing
understanding of the structuredness and predictability of some aspects of
spoken interaction (openings, closings, adjacency pairs, pre-sequences and
insertion sequences, turn-taking work), of differences between spoken genres
(e.g., casual conversation, service encounters) and of conversational routines
(e.g., for issuing, responding to, and following up responses to, requests,
invitations, offers, compliments, apologies, etc.).
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One source of potential problems for the learner is cross-cultural differences
in ways of speaking. The “cross-culturally relative in communication” (Tannen,
1984b) includes “just about everything”: when to talk, what to say, pacing and
pausing, showing “listenership” through gaze, backchannelling, etc., intona-
tion, use of formulaic expressions and indirectness. Another is the inherent
difficulty of the listening role, which is the one in which learners are likely to
feel they have least control: speed of delivery, ellipsis, and implicitness may
all contribute to learners’ problems.

In the context of the spoken language skills, the importance of strategic
competence in the learner’s negotiation of meaning is readily apparent:
their strategies for coping with potential or actual breakdown need to be
developed, and this can be facilitated, though not without difficulty (Hedge,
2000), through appropriate design and management of communication tasks.

In teaching written language skills, recognition of the interactional and
socially situated nature of the task focuses attention on contextualization: in
the case of the reading skill, contextualization of the reader, their purpose in
reading a particular text, and what they bring to it in terms of background
knowledge and expectations; in the case of the writing skill, contextualization
of the writer, their purpose in writing, and the way in which they construct
their reader in terms of social role (e.g., membership of a particular discourse
community), reading purpose, background knowledge, and expectations.

Much of the work on reading and writing pedagogy has been in the context
of English for academic and professional (especially business) purposes. Both
reading and writing in a second language are complex skills, capable of
causing great difficulties to learners: writing especially, because the output is a
product (text) that, in addition to being satisfactory in terms of content, needs
to meet reader expectations in terms of register and generic features (overall
organization, metadiscourse features, use of cohesion, etc.), and also attain an
adequate standard of linguistic accuracy.

The writer’s (and reader’s) principal support (“scaffolding” in Vygotskyan
terms) is genre: this provides a conceptualization of writing purposes within
the context of the professional goals and means of the discourse community,
a framework of discourse organization (stages, moves, etc.) within which to
construct or interpret a text, and guidance on the conventionally accepted and
rhetorically effective exploitation of instrumentalities at the micro-level of
text construction. The role of the researcher is to find ways of analyzing the
real-world tasks that the student faces. These ways will typically involve a
combination of genre analysis, corpus linguistic methods, and ethnography
(through consulting the experts themselves). Research findings need then
to be translated into classroom goals, materials, and procedures. A classic
example of the latter, in the context of academic English, is Swales and Feak
(1994). A recent example of the former, drawing together many of the threads
of recent developments in discourse analysis, is Hyland (2000).

Hyland’s book is firmly in the writing-as-social-interaction mould. He
notes (p. xi) that “there are two main ways we can study social interaction in
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writing. We can examine the actions of individuals as they create particular
texts, or we can examine the distribution of different features to see how they
cluster in complementary distributions.” He chooses the second of these and
in consequence corpus-quantitative methods feature prominently. His theoriz-
ing of writing as social interaction draws on critical insights into the relation
between text and social structure as well as Gricean pragmatics and Brown
and Levinson’s politeness theory; a genre is seen as not merely a text type but
an institutional practice. He stresses the importance of interpersonal as well as
ideational features of academic text (academic writing involves competition
and argument as well as representation). He also, crucially in terms of pedagogic
implications, stresses the balance between conventions and choice.

The notion of reader-writer interaction provides a framework for studying texts
in terms of how knowledge comes to be socially constructed by writers acting as
members of social groups. It offers an explanation for the ways writers frame
their understandings of the world and how they attempt to persuade others of
these understandings. But while the norms and ideologies that underpin these
interactions provide a framework for writing, they are, essentially, a repertoire of
choices rather than a set of binding and immutable constraints. (pp. 18-19)

The English for Academic Purposes context is one of those, mentioned above,
in which the L2 may be simultaneously a goal and means of education:
students studying English and at the same time studying through English. The
texts that they produce in the latter role are English texts not only in the sense
that they are written in English but also in the sense that, in terms of rhetorical
patterning, they are the type of texts that are expected of academic writing in
an English-speaking (cultural) environment. Both teachers and students need
to understand how the rhetorical features of English texts differ systematically
from those of texts from the students’ home culture, and reflect on what is to
be done about this. There are both descriptive and knowledge/power issues
here. The former have been addressed in a growing body of work in con-
trastive rhetoric (Connor, 1996). The latter are part of the wider body of issues
currently addressed within the framework of critical applied linguistics (see
Pennycook, this volume).

5.5.2 Discourse and first language education

It is, of course, not just second language learners for whom communicative
competence is a goal of education. Education generally must acculturate
children to new registers and genres, both spoken and written, developing
their grammatical, sociolinguistic, discourse, and strategic competences along
the way (Verhoeven, 1997). Children bring to their school experience of a
variety of standard and non-standard dialects and communicative codes which
tend to be valued differently within the commodified “exchange system”
of classroom speech (Wortham, 1998). The school, in turn, brings to the
children’s learning experience an organized process of classroom talk which



158 Hugh Trappes-Lomax

may promote personal involvement, co-ordinated interaction, and shared mean-
ing (Cazden, 1988 cited in Verhoeven, 1997) or induce the transmission of
standardized knowledge through a standardized structure (Wortham, 1998,
p- 256). It is often claimed that the standardized structure that does most to
induce standardized transmission is the IRF pattern referred to above, but a
recent article by Nassaji and Wells (2000) suggests a more complex reality.
The work of Halliday, Martin, Hyon and others in the Sydney School (Johns,
2002; Macken-Horarik, 2002) addresses the issue of genre competence directly,
drawing on SFL theory to produce text-based descriptions of school and institu-
tional genres and registers. “Using these insights, practitioners have developed
pedagogical frameworks in which genres and registers are related to the goals,
values and ‘staged” processes of a culture . .. As students become comfortable
with particular text types, they are given an increasing amount of independence
and encouraged to negotiate text structure and content” (Johns, 2002, p. 5).
Discussing the shift that he detects in applied linguistics (in Britain) toward
a more ideological stance and a concern with social issues, Rampton (1995)
links this with Street’s distinction between “autonomous” (neutral technology)
and “ideological” (social practice) models of literacy and with an interest among
its practitioners less in English language teaching overseas and more in
language education in the UK. It is in this context that critical discourse ana-
lysis as a form of applied linguistics (linguistics applied to the remedying
of imbalances of power and various forms of social injustice) can perhaps best
be understood. Since ideologies — in this view — permeate society by disguising
themselves as common sense, the way to resist them is to unmask them.
Critical language awareness raising (Fairclough, 1989, p. 236) is proposed as
the means to this end, and the key site for developing it is the school. The
“critical” is critical. Non-critical awareness raising is criticized for delivering a
knowledge only of pragmatic appropriateness, thus further naturalizing exist-
ing power relations. Learners have to decide (Clark & Ivanic, 1998, p. 217)

whether to accommodate to all or some of the dominant practices (including the
discoursal and generic conventions) which they encounter or to challenge these
by adopting alternative practices. By turning awareness into action — by choosing
to adopt alternative practices in the face of pressure to confirm to norms — people
can contribute to their own emancipation and that of others by opening up new
possibilities for linguistic behavior. These new possibilities can contribute to change
not only in the classroom but also in the wider institution of education and
within societies as whole.

5.6 Conclusion
My objective in this chapter has been to give some indication of the

multidisciplinary range of discourse analysis, to identify and describe some of
its gradually emerging landmarks (the “ways and means,” the “focusing”
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factors), to illustrate the range of educational issues that discourse work
informs, and to point to some current movements and controversies.

Whether or not discourse analysis can yet be described as a discipline, it
must certainly be recognized as a force. It has shown, and increasingly shows,
that it is necessary — to our understanding of language, of society and of our-
selves as human beings; it is useful — in an ever-expanding range of practical
and socially beneficial activities, from the management of smoking-prevention
campaigns to the evaluation of witness statements, from the design of classroom
tasks to the unmasking and tackling of social injustices; and, as a mirror to our
ever-fascinating selves, it is, as many students who come to it for the first time
find, endlessly interesting.

See also 4 LANGUAGE CORPORA, 10 CONVERSATION ANALYSIS, 13 STYLISTICS,
23 LITERACY STUDIES, 26 LANGUAGE TEACHER EDpUCATION, 27 THE PRACTICE

OF LSP, 32 CriTICAL APPLIED LINGUISTICS.
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6 British Sign Language

RACHEL SUTTON-SPENCE AND
BENCIE WOLL

6.1 Introduction

The study of British Sign Language (BSL) can inform the field of applied
linguistics by providing an insight into a native British minority language
with a language community unlike any other. Close and culturally informed
study of this often misunderstood language can provide insight into issues
of language planning, with its related topics of acquisition, second language
learning and testing, language teacher education, language attrition and main-
tenance, and lexicography. When studying the implications of minority status
on any language it is useful to consider the reality facing users of a language
whom the majority society frequently sees as disabled English users. The threats
facing BSL have important implications for social, regional, and situational
variation in a language where native speakers are greatly outnumbered by
non-native speakers.

BSL is the language of Britain’s deaf community. Within this simple
statement are four essential ideas: it is a language, it is British, it is a visual
language created by a community of people who cannot hear spoken language
under normal conditions, and it is used by an identifiable social language
community.

6.1.1 BSL is an independent language,
distinct from English

Throughout history the status of BSL and other sign languages has been
denied:

Gesture languages have been observed among the lower-class Neapolitans,
among Trappist monks . . . among the Indians of our western plains . . . and among
groups of deaf-mutes...It seems certain that these gesture languages are
merely developments of ordinary gestures and that any and all complicated or
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not immediately intelligible gestures are based on the conventions of ordinary
speech. (Bloomfield, 1933, p. 39)

Despite extensive linguistic descriptions (e.g., Deuchar, 1984; Brennan, 1992;
Sutton-Spence & Woll, 1999) that clearly demonstrate that BSL easily fulfils
all linguistic and social requirements of a human language, its status is still
misunderstood by many people. In a debate in the House of Lords in 1999
concerning the safeguards for sign language users being interviewed at police
stations Lord Williams of Mostyn made the common error of equating BSL
with a form of English made visible. “It is correct that the sign language to
which the noble Lord [Lord Annaly] referred is a distinct language, but it is
based on the English language” (Hansard, February 18, 1999).

6.1.2 BSL is the national sign language of Britain

Its independence from English is demonstrated by the mutual unintelligibil-
ity of BSL, American Sign Language, and Irish Sign Language, despite use
of English in all three countries. Although many signs in all known sign
languages are visually motivated, the sources of visual motivation are rarely
transparent (Klima & Bellugi, 1979), are often culturally determined (Pizzuto
& Volterra, 2000), and are often metaphorical (Boyes Braem, 1985; Woll, 1983).
Cultural differences can be seen: the BSL sign DOOR might be expected to be
international, as the hands appear to represent a door opening at its hinges.
However, traditional Japanese doors do not have hinges, but slide, and
Japanese Sign Language reflects this. Even when cultural elements are not
relevant, languages can simply focus on different aspects of a referent. The
American sign HORSE represents the ears of a horse, while the BSL sign
represents riding. The BSL sign PENCIL is motivated by the action of writing
with a pencil, but the Uganda Sign Language sign represents sharpening a
pencil.

Not only is the language unintelligible to users of other national sign
languages, it is also recognized as a single national language in its own right.
The existence of a sign language presupposes a language community and a
claim to the existence of a national sign language implies a national sign
language community.

Although deaf people have clearly communicated through signs for
centuries (Miles, 1988), the modern sign language used in Britain is linked to
the development of large towns and cities and the establishment of schools
for deaf children in the eighteenth and especially nineteenth centuries. Large
numbers of deaf children brought together in deaf schools, where signed
language was frequently a mode of instruction, promoted the development of
sign language in Britain.

There was not, however, a single source of the language which spread across
the country and no written means by which to standardize it, as happened
to English. Consequently, regional dialects of BSL were highly distinct. There
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was no national policy for deaf schools, and no single “parent” school
at which teachers were trained before going to teach in other parts of the
country. However, there was considerable movement of teachers between
schools around the country and this could have helped to unify the language
to some extent. For example, Matthew Burns, the first deaf head master of the
Bristol deaf school spent time in London, Edinburgh and Aberdeen before his
time in Bristol. He later moved to London.

Despite forces that helped to level the regional dialects, the language was
recognized in the 1970s as being highly diverse. Nearly a century of oppres-
sion by an oral education system had hindered any coherent standardization
of the language. When, at this time, linguists named the signing of British
deaf people as “British Sign Language,” it was more of a social judgment than
one based on lexical similarities across the country. Deaf people referred to
their language as “deaf signing” and did not recognize the name “British
Sign Language.”

Over the last 30 years, the language has become much more recognizable
as a single national language. Since 1980, television programmes have
been broadcast nationally in BSL. The establishment of the Council for the
Advancement of Communication with Deaf People (CACDP) to oversee the
teaching of BSL and the production of a BSL/English dictionary have also
helped to standardize the vocabulary.

Although there is still considerable regional variation in BSL, most members
of the British deaf community today would recognize their language as being
different from those of other countries.

6.1.3 BSL is a visual language, created by deaf people

As a visual language it makes use of the physical options available for the
articulation of linguistically meaningful elements — the two hands, the head,
face (including the mouth), and the body. Much of its vocabulary is visually
motivated (see above) and much of the language’s grammar exploits the pos-
sibility of placing and moving signs within a space in front of the signer’s
body (see, for example, Liddell, 1990). The availability of multiple articulators
also allows signers to produce more than one piece of linguistic information at
a time. A sign may be produced with one hand, then held, while the other
hand produces a second sign that relates to the first. For example, in the BSL
sentence “The cat sat under the chair,” one hand produces the sign for “chair”
while the other produces the sign referring to the “cat” below the first hand to
indicate the relationship “under.”

Early modern research on sign languages emphasized the underlying struc-
tural similarities of spoken and sign languages, but more recent research has
moved toward recognition that there are systematic typological differences.
These arise mainly from the interaction of language form with modality. Phono-
logical and morphological structures differ, since sign languages exhibit a
relatively high degree of systematic correspondence between form and meaning



168  Rachel Sutton-Spence and Bencie Woll

(iconicity or visual motivation) in comparison to spoken languages. There
are also consistent grammatical features in which sign languages differ from
spoken languages. Sign languages distinguish 1st and non-1st person, while
spoken languages usually contrast 1st, 2nd, and 3rd person; sign languages
prioritize object agreement while spoken languages prioritize subject
agreement. Sign languages exploit the use of space for grammatical purposes,
preferring three-dimensionality in syntax, while spoken languages prefer
linearization and affixation. Other differences arise from the properties of the
articulators (there are two active articulators in sign languages — the hands)
and the differing properties of the visual and auditory perceptual systems.

Observation of such differences has led most recently to active consideration
of the extent to which the contrasting typological properties of spoken and
signed languages indicate that linguistic theory may need to take greater
account of modality (Meier, Cormier, & Quinto-Pozos, 2002).

It has also been noted that there is greater typological variation among
spoken languages than among sign languages. There are a number of possible
explanations for the grammatical similarities among sign languages which still
remain to be researched fully. Sign languages are relatively young languages,
and indeed, the recent studies of Nicaraguan Sign Language (Kegl, Senghas, &
Coppola, 1999) suggest that sign languages can arise and develop spontane-
ously in deaf communities over three generations. Iconicity as an organizing
factor in the lexicon may also result in greater similarity at the lexical level
(Woll, 1984). Additionally, the linear syntax found in spoken languages may
intrinsically allow greater differences than spatial syntax. Lastly, the relatively
low percentage of signers who are themselves the children of signers results in
continual recreolization with resulting similarity of grammar (Fischer, 1978).
There is evidence to support all of these hypotheses, but a great deal of
research remains to be done in this area.

6.1.4 BSL is used by a language community

Membership of the British deaf community is not necessarily defined by a
person’s hearing ability but rather by identifying with the deaf way of life.
This can involve participation in a variety of deaf social networks, use of BSL,
or choice of a partner from within the deaf community. For members of the
deaf community, being deaf is not a medical condition but an attitudinal
state (Woll & Lawson, 1980). An upper-case “D’” is usually used to distinguish
“Deaf” as a cultural, linguistic, and social identity from “deaf” as an audiological
status. (For simplicity we have used a lower case “d” throughout this chapter.)
Ladd (2002) has suggested the use of the term “Deafhood” to reflect the differ-
ence between these.

Although most members of the deaf community are deaf, their degree
of hearing loss is irrelevant in the same way that darkness of skin color is
irrelevant to black community membership. The vast majority of the eight
million people in Britain estimated to have a hearing loss, most of whom have
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lost hearing as part of aging, are not part of the deaf community. These people
might rather be considered as “hearing people whose ears don’t work” who
rely entirely on English for communication. There are some hearing people,
such as the hearing children of deaf parents or the hearing partners of deaf
people, who may be members of the deaf community. However, they often
have marginal status, feeling peripheral to the deaf community or that they
straddle deaf and hearing communities (Corker, 1996).

The deaf community is constantly changing. The central position of the deaf
club in community life is diminishing as changes in technology (such as SMS
(Short Message Service) and captioning on television) mean that deaf people
no longer need to meet centrally for information exchange or entertainment
(Burns, 1998). Until the 1980s, most deaf children were educated in special
schools. Today, most deaf children are educated in mainstream schools. This
has had considerable impact on the self-identity of younger deaf people, their
attitude to older members of the community, and their use of BSL. However,
the deaf community, while different from that of even 20 years ago, is still a
central part of the lives of many deaf people, and use of BSL is a defining
feature of their identity (Dye & Kyle, 2000).

Deaf children do not automatically acquire BSL. They need to be exposed to
linguistic role models, just like any other children. Deaf children exposed to
good BSL-using linguistic role models learn BSL in stages similar to those of
hearing children acquiring English. For many deaf children, however, access
to mature linguistic role models is not straightforward. Approximately 5 per-
cent of British deaf children have deaf parents, and so receive early exposure
to BSL (see Dye & Kyle, 2000). The overwhelming majority of deaf children
are born to hearing parents with no knowledge of BSL. Increasingly, hearing
parents are learning BSL in order to provide an accessible home language. How-
ever, for many children, the only BSL users in their environment are hearing
teachers and classroom language assistants. Access to deaf BSL-using classroom
assistants or to deaf BSL-using teachers is a major linguistic benefit.

6.2 Child-Directed Language

Hearing professionals working with deaf children are increasingly aware
of their poor BSL skills. This is a positive development, as in the past deaf
children were often blamed for not understanding the teacher’s language.
Research and training in the area of child-directed BSL, especially to school-
age children is still very limited. However, some research has been done on
child-directed BSL used with very young children. Gallaway and Woll (1994)
have reviewed features of child-directed BSL. Features include: signing on the
baby’s body; holding and manipulating the baby’s hands to articulate a sign;
placing the child on the mother’s lap, facing away from the mother and sign-
ing in front of the child; signing the name of an object on the object; signing
the name of an object while holding it; enlarging the movement or increasing
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the duration of a sign’s movement; repeating a sign’s movement; using special
baby signs.

6.3 Social Dialects in BSL

BSL, like any other living language, has many variants. Variation may be
attributable to the social experience and identity of signers or to the setting in
which interaction occurs.

6.3.1 Social class

Social class does not have the same linguistic defining features for the British
deaf community as for British hearing people. Deaf people are more likely to
have unskilled and semi-skilled jobs than hearing people, so income is not
necessarily a good guide to social class dialect variation. In the American deaf
community, there is a recognized elite social class of deaf people who have
been to Gallaudet University, the only university for deaf people in the
world. The most noticeable social class distinction in BSL is based on family
background: whether the signer is from a hearing or deaf family. Those born
to deaf parents are more likely to have had early exposure to a good model of
adult BSL. Those born to hearing parents may only learn BSL when they start
school, or sometimes as late as when they leave school. Consequently, those
deaf people coming from deaf families are seen as members of a linguistic
elite. There are substantial grammatical differences between the signing of
adults from deaf and from hearing families.

Social class in hearing society may also have some effect upon BSL. In
the past, children from poorer families were more likely to suffer childhood
diseases that cause deafness. Working-class children were also more likely to
be sent to deaf schools (often termed “asylums”) where education was poor
and expectations were low, but where BSL flourished. Children with wealthier
parents were more likely to go to private or smaller schools where there was a
greater emphasis placed on English skills.

6.3.2 Men and women’s dialect

In some sign languages (e.g., Irish Sign Language, see Le Master & Dwyer,
1991; Matthews, 1996; and Burns, 1998) the differences between men’s and
women’s signing are substantial. This is not the case in BSL, where gender
differences are minimal, and rarely extend beyond stylistic variation. How-
ever, as with English speakers, conversational style and lexicon differ between
men and women. For example (Coates & Sutton-Spence, 2001), analysis of
conversation of deaf same-sex friendship groups found that young men talk
about sport (especially football) while young women discuss their family lives
and the lives, loves, and behavior of celebrities. Although this may appear
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self-evident, it is an important issue for language pedagogy, as tutors may
not include in their lessons the appropriate lexicon for topics more regularly
discussed by members of the opposite sex. Anecdotal observations that
men use more “coarse” signing than women received some support in this
same conversation sample, with deaf men using more expletives and socially
unacceptable sign variants for potentially taboo topics.

Turn-taking also differs among men and women signers. For example, in
women'’s talk, “interruptions” are not really a challenge to take the floor but a
supportive reinforcement of what another person has said as part of a collab-
orative floor. This is less common with men’s talk, where mutual support
is provided in different ways. Women also provide much more feedback as
“backchannel” responses than men do.

6.3.3 Signs linked to sexual orientation

Varieties specific to gay communities are seen within many languages,
with distinct lexical items and often their own pronunciation. In Britain, a
gay slang, Polari, was used extensively by gay men, especially in London,
before the legalization of homosexuality in the late 1960s. Polari was import-
ant for creating social identity and ensuring that non-speakers remained
outsiders.

Although research has not revealed a BSL equivalent of Polari, F. Elton
(personal communication) has researched a variety of BSL which she has called
GSV (Gay Sign Variant). GSV contains many signs that are specific to the
gay deaf community. Although gay members of the deaf community will
occasionally use GSV in the presence of heterosexuals, it is pre-eminently the
style or dialect of deaf gay men and its use by heterosexual deaf signers or
by those outside the deaf community is frowned upon. A defining feature is
a recognizable “camp” pronunciation of BSL. At the sub-lexical level, some
signs are characterized by the extension of the little finger. In ASL, “pinky
extension” has been identified as a pronunciation variable used especially by
women, but its use by men is not specifically equated with homosexuality,
and in BSL, extension of the little finger is a stylistic sub-lexical variation not
necessarily associated with GSV.

One feature of Polari (and other slangs — e.g., the French Verlan (from
I'envers — ‘backwards’) is the use of “backslang” (e.g., riah, for hair, and eek,
from ecaf for face). Some lexical differences in GSV can also be regarded as
exemplifying phonological “opposites” to BSL signs, for example, reversing
the direction of the palm in BORING, or using the little finger instead of the
index finger for signs such as HEARING.

6.3.4 Signs linked to ethnic group

There are dialects of ASL that are identifiable as “Black ASL” and “White
ASL.” Segregation in American society, including deaf clubs, and separate
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education for black and white children has resulted in language varying
between racial groups. Black signers often know both the white and black
varieties of sign, while white signers often only know the white signs
(Aramburo, 1989). The variation in the BSL of black and white signers is less
marked for a number of reasons. The black deaf community has only recently
developed: Deaf people did not immigrate during the first wave of immigra-
tion from the West Indies, and black deaf children are in the minority in
British deaf schools. Variation in the British black deaf community is mostly
limited to isolated lexical items and use of facial expressions and gestures
also found in the black hearing community (James, 2001; James & Woll,
in press).

The British Asian community is also relatively small and only recently
established, but there are now increasing numbers of Asian deaf children
in British schools. An “Asian” variety of BSL may emerge if Asian deaf people
begin to see themselves as a single, unified social group. This is unlikely,
as Asian people in Britain come from many different countries, have many
different home languages, and belong to several different religious and cultural
groups.

The issue of ethnic minority BSL dialects has enormous practical implica-
tions for sign language interpreters and other service providers. Interpreters
from traditional white British backgrounds may be unable to cope with words
and concepts that are common in Afro-Caribbean English but not in their own
dialects. Not only will they not have the signs, but they also will not know
either the English words or concepts.

6.3.5 Religious groups

There are a few differences in BSL arising from religious identity. There are
some differences between Catholic and Protestant signing. The signing of deaf
British Catholics has been influenced by Irish Sign Language because of the
strong Irish presence in Catholic deaf schools, and Irish-trained priests serve
the Catholic deaf communities in Britain. Catholics use many initialized signs
with handshapes taken from the Irish manual alphabet (Woll, Sutton-Spence,
& Elton, 2001). In Glasgow, the Catholic and Protestant deaf communities
have different dialects, reinforced by membership of different deaf clubs and
sports teams, as well as churches.

The dialect of Britain’s Jewish signers, whether they are seen as an ethnic
group or one identified primarily by religious beliefs, may also be traced to
their education and community identity. The Residential School for Jewish
Deaf Children existed from 1864 to 1965. Although the school used oral com-
munication methods, the children signed among themselves in private and
out of the classroom, just as children did in other British deaf schools using
oral methods (Weinberg, 1992). Attendance at this school gave children a strong
Jewish identity, despite their deafness. In effect, they had a Jewish deaf identity.
Today, younger Jewish deaf people sign very differently from older members
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of the community. Apart from those signs specific to Jewish religion and
customs, their signing is the same as the BSL used by other people of their
age.

6.3.6 Age dialect

The changing experiences and social identities of deaf people have resulted in
age-related variation in BSL. As with other language communities, younger
people are language innovators; and this role of linguistic innovation is
particularly seen in young deaf men (Wardhaugh, 1992; Battison, 1978). As a
very broad generalization, older deaf people (for example, those over 70) use
more fingerspelling and many fewer English mouthings than younger deaf
people (Sutton-Spence, Woll, & Allsop, 1991). Deaf people aged under 20 use
a form of BSL that is more heavily influenced by English grammar, with
relatively little fingerspelling. There is also lexical variation among signers
from different age groups. Some younger deaf people, in a deliberate move to
dissociate themselves from English influences, avoid use of English mouthings
or fingerspelling.

The age-related differences are due to three major factors. Firstly, as we
have seen, there are few signing deaf parents of deaf children. This means
that parents cannot transmit their language to their children. This lack of
continuity in language transmission between generations results in extensive
inter-generational language change.

Secondly, changes in educational policy have had a very large impact on
the signing of deaf people. Before the 1940s, English was taught through
lip-reading and fingerspelling, resulting in fingerspelling being a dominant
feature of the signing of the older age group. Since the 1940s, improvements in
hearing aid technology have meant that deaf children have been expected to
use their residual hearing to listen to and learn English, although signing was
always tolerated outside the classroom in residential schools. Since the 1970s
there have been increasingly tolerant attitudes toward the use of signing in
deaf school classrooms. At the same time, however, residential schools have
been closing, with most deaf children sent to local mainstream schools. This
has reduced the size of the community of child signers. It remains to be seen
what effect this will have upon young people’s BSL.

A third reason for age differences in BSL is technological innovation. Many
signs in BSL reflect some aspect of the appearance of referents or their use. As
technology has changed, so have signs, to reflect the new appearance of old
technology, or how new devices are handled or operated. The BSL sign for
“telephone” has changed over time as the appearance and use of telephones
has changed. Similar changes may be seen in signs for “train,” “camera,” and
“watch.”

Old signs also die out. For example, signs such as PAWN-BROKER and
ALMS are no longer in widespread use, although they are illustrated in a very
basic list of signs from 100 years ago (see Figure 6.1).
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PAWN

Figure 6.1 Sign for PAWN-BROKER

6.4 Regional Dialects in BSL

In a study of regional variation in BSL, signers in Glasgow, Newcastle,
Manchester, London, and Bristol were presented with a list of English words
to translate (Woll, 1991). Subjects included a wide age range of men and
women. Specific groups of words were chosen: some were culturally central
to BSL users (e.g.,, DEAF, HEARING, INTERPRETER); some were everyday
words (e.g., BRITISH, BUSINESS, THEATRE); and some had recently entered
BSL (e.g., DISCRIMINATION, COMMUNITY). Extensive regional sign differ-
ences were recorded, with many signs specific to only one region, including
signs for color terms, days of the week and numerals. In most cases, however,
one form was used or recognized by signers in all regions. Thus, it appeared
that signers were bi-dialectal. National broadcasting of BSL on television only
began in 1981 but since that time, signers have had the opportunity to see
more varieties of BSL, leading to a greater familiarity with different dialect
forms.

Although the recording of different regional signs is interesting for an
appreciation of the variation within BSL, these findings are also significant for
interpreters and for those working in broadcast media. With only a few BSL/
English interpreter training programs in Britain, newly qualified interpreters
may very well find themselves working with dialects with which they are not
familiar, and facing clients who do not understand their signs.

Regional dialect differences in BSL are most likely related to regional resid-
ential deaf schools. We may expect a trend toward dialect leveling now that
so many children are mainstreamed or attend Partially Hearing Units near to
their homes. Coupled with a decline in attendance at deaf clubs, deaf people’s
access to regional dialects may be lessened and the “national” signs used by
deaf television presenters and hearing interpreters may become more dominant.
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The publication of BSL dictionaries may also become a unifying force in BSL.
If a regional sign is excluded from a dictionary (or if it is labeled as a “regional
sign”) its use may decline.

6.5 Situational Dialects: BSL Register

As with all languages, BSL changes according to the situation in which it is
being used. The details of BSL situational variants have yet to be researched in
depth, but it is clear that there are sub-lexical, lexical, and grammatical differ-
ences in BSL, depending on the identity of the addressee, the topic of the
utterance, the function of the discourse, and the formality of the situation. In
casual BSL, we see the following features when compared to more formal BSL
(Deuchar, 1984; Sutton-Spence & Woll, 1999; similar features are described for
ASL by Zimmer, 1989):

Less finger spelling

More use of non-manual features, especially for grammatical function
Less evidence of English influence

Greater use of metaphor and idioms

Reduction of two-handed signs to one-handed signs (including producing
the two-handed manual alphabet with only the dominant hand)

Reduced specification of the location of signs

¢ Greater use of “role shift” or characterization used in reported speech

® Greater use of spatial and temporal structures for textual cohesion
and segmentation (rather than overt lexical markers such as NOW or the
indexing seen in more formal discourse)

When considering register variation in BSL, it is important to note that
many deaf people live and work in a society where BSL is used in only a
limited range of contexts. The rules of formality in English governing how
parents, parents-in-law, teachers, clergy, judges, and higher status work
colleagues are addressed are not present in BSL, since for most deaf people, all
such interactions are conducted in English. Even more general variants such
as “conversing with elders” are not relevant for some signers. James (2001)
has described the lack of experience of younger members of the black deaf
community in signing to older black deaf BSL users because there is no older
generation.

As the use of BSL becomes more accepted and widespread, and as inter-
preters are more widely used in different settings, new register variants of BSL
are developing. Greater use of BSL in higher education settings has led to deaf
people and hearing interpreters working together to create new BSL vocabu-
lary for new concepts, and the increased presence of deaf professionals has led
to new contexts for BSL use.
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6.6 Aesthetic Use of BSL

Just as there are aesthetic uses of English, so there are culturally recognized
aesthetic uses of BSL. The British deaf community has a strong tradition of
storytelling, and skilled storytellers are known and respected for their use of
BSL. Skilled narratives in BSL make great use of characterization, using facial
expressions and body movements to give color to the characters in the nar-
ratives. BSL stories often contain detailed descriptions of the appearance and
behavior of the characters. Narratives generally contain many more “product-
ive” (cf. Brennan, 1992) signs than non-narratives and these productive signs
are frequently morphologically complex verbs that are created ad hoc during
the narrative to show the location and movement of particular objects in the
space of the story. Ability to use detailed spatial description and accurate
characterization is important, coupled with clear textual cohesion.

Storytelling was once an important part of school life, as children signed to
each other in dormitories away from adults (Ladd, 2002). It was also a part of
deaf club life. With the closing of deaf schools and declining attendance at
deaf clubs, this is changing. However, national deaf festivals still preserve
storytelling and the increased use of video allows the preservation of nation-
ally acclaimed BSL storytelling and its transmission to much wider audiences.

Sign language poetry is also a small but important use of aesthetic BSL. BSL
poetry makes use of parallelism at many levels and the form of the language
used brings out extra meaning and symbolism.

Because of the essentially simultaneous nature of the sublexical components
in sign languages, there are not exact equivalents of “rhyme,” “assonance,” or
“alliteration” in sign language poetry. However, the sign poet may use signs
that share the same handshape or the same location or the same patterns of
movement in the sublexical components to create equivalent repetitive effects.
Dorothy Miles, the first BSL poet, noted in her unpublished notes on poetry
composition that repeated handshapes produce stronger “rhymes” than
repeated location or movement, although in general the more parameters shared
by two signs, the stronger the “rhyme.”

Specific timing patterns of signs also create poetic rhythms. Sign poems also
make unusually regular use of both hands, as the use of the non-dominant
hand is increased to create extra symmetry and balance in the poem.

Sign language poetry not only uses repeated sublexical components to
enhance the meaning, but it also selects signs — or elements of signs — that
deviate from everyday non-poetic language. Poetic language that is “irregu-
larly deviant” uses neologisms, blends or “morphs” signs in order to create a
smooth flow from one to the next, and it can create ambiguous signs whose
different possible interpretations lead to extra poetic significance. Neologisms
can also be accompanied by unusual use of eye-gaze or unusual use of the
signing space. In all these instances, the rules of the language are broken (or
sometimes, merely “bent”) for poetic effect.



British Sign Language 177

Dorothy Miles, arguably the British deaf community’s finest poet, originally
began composing ASL poetry during her time in America. Throughout the
1980s, however, until her death in 1993, she composed many fine works in
BSL. Her earlier work was quite heavily influenced by English but her later,
more “mature” sign poems are entirely free from English influence. A brief
description of her BSL poem “To a Deaf Child” (Miles, 1998) will illustrate
some of the points made above. The poem celebrates sign language, and its
message concerns the ease of communication for deaf signers, contrasting this
with the problems caused by the inaccessibility of speech to deaf people.

The poem contains many signs made using the handshape of the closed
hand with only the index finger extended. This “pointing” handshape is used
for referents that the language treats as being essentially “one-dimensional”
(e.g., a person, a fence post, or a screwdriver). Here, by metaphorical exten-
sion, the handshape is used for signs relating to the hearing world (such as
VOICE, SPEAK, HEAR, EAR, IGNORE, LIP, SAY, and SOUNDS). Another
dominant handshape is the flat open hand with fingers spread or together,
which is used in BSL for more solid referents (e.g., a table, a wall or a box).
These handshapes are used in the poem in signs relating to the deaf world (such
as SIGN, HAND, LIGHTLY-GIVE, BUTTERFLY, CLEAR, and MEANING).
The clear contrast between the handshapes provides a metaphor for the “thin”
hearing world and the “solid” deaf world.

Close “rhymes” are also seen in the simultaneous signs found in the poem.
These simultaneous signs occur to link and contrast certain ideas. Thus HEAR
and UNDERSTAND are articulated at the same time, as are NOTHING and
IGNORE. In the first of these pairs of simultaneous signs, the handshapes
are very similar and, additionally, the locations are similar and contrast on
opposite sides of the head. The movements also contrast: in HEAR the move-
ment is toward the head and in UNDERSTAND it is away from the head
(Figure 6.2). In the second pair, the handshapes are maximally different,
the orientation of the palms is maximally contrasting and both move away
from the head to be located in opposing locations, balanced in signing space
(Figure 6.3). This use of signs is highly “deviant.”

l\,.'p‘

HEAR UNDERSTAND

Figure 6.2 Simultaneous signs for HEAR and UNDERSTAND
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IGNORE NOTHING

Figure 6.3 Simultaneous signs for IGNORE and NOTHING

WORD WORD-IMPRISONS

Figure 6.4 Metaphor using signs for WORD and IMPRISONS

An example of morphing and ambiguity is seen in the metaphor that
Miles uses to describe the way that the spoken word imprisons a person who
cannot understand it. The BSL sign WORD is made with the thumb and index
finger extended and curved so that together they create a “C” shape (with
the remaining three fingers curved to the palm). In the poem, the sign WORD
moves and the handshape locks against the wrist of the other hand, literally
imprisoning it (Figure 6.4).

Poets on both sides of the Atlantic see Miles” work as the foundation for
modern sign language poetry. Sign language poetry is now an area of grow-
ing interest for those concerned with the aesthetic use of BSL, and several
organizations run sign language poetry workshops to encourage composition.
Criticism and metacriticism of sign language poetry is only a recent develop-
ment in sign linguistics and deaf studies, but it is an area of increasing interest
(e.g., Taub, 2001; Sutton-Spence, 2001).

6.7 Encounters between Deaf and
Hearing Communities

There are many instances of conflict and misunderstanding arising between
deaf and hearing people. Much of the time these arise from their very different
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experiences of life within British society. The British deaf community shares
life experiences and culture, but these are embedded within the hearing world.
When hearing people do not appreciate deaf values and the importance of
certain behaviors, friction and even hostility can occur.

Perhaps the area where such conflict is greatest is in the area of language.
Young, Ackerman, & Kyle (1998) studied the use of sign language in the
workplace (in psychiatric units for deaf people and in a school for deaf children),
exploring the role of signers as not only service users but also as service
providers. The signing skills of deaf staff were far superior to those of their
hearing colleagues. These skills were especially important for communicating
with mentally ill deaf people or with deaf children. Despite this, the deaf staff
had lower-grade jobs than the hearing staff, although the delivery of services
depended on deaf staff and their cultural and linguistic skills. They thus had
low status, but high value.

Since only a BSL linguistic environment provided deaf staff with full access
to information at work, hearing staff were required to use BSL at all times
when a deaf person was present or might be present. Deaf and hearing people
differed in the way they viewed this policy. For deaf staff, signing promoted
involvement, making deaf people feel confident, valued, and respected, and
with a sense of well-being; signing promoted the development of personal and
social relationships between deaf and hearing people; signing enabled deaf
staff to fulfill their professional roles and responsibilities.

In contrast, for hearing staff, signing caused lack of confidence, and worries
about linguistic competence; hearing people felt that the pressure to sign was
sometimes too great. When they were tired, distracted, or under pressure, they
reverted to English.

A clear signing policy, good training, and a supportive environment encour-
aged hearing people to sign. This increased recognition of the role of sign
language within the workplace, for the benefit of both employees and service
users, is a positive step.

6.8 Language Planning and Standardization

One of the causes of change in sign languages has been language planning. The
great sign language enthusiasts of the eighteenth and nineteenth centuries,
such as the Abbé de L’Epée in France, and Thomas and Edward Gallaudet in
America, created new signs and morphological markers to create a system of
signing which matched the structure of the spoken language of the country.

The changes have not been as long-lasting as the planners expected. Those
who have invented new signs or sign systems (new manual alphabets or
entirely new communication systems such as the Paget Gorman Sign System
or Seeing Essential English (SEE)) have not found them accepted by deaf
communities.

There are occasional influences from artificial sign systems on sign languages.
For example, the Paget Gorman sign “animal” has been borrowed by some
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BSL signers. Other signers have borrowed the sign’s form, but with the mean-
ing “the Paget Gorman sign system.”

Another cause of language change is standardization, yet it is by no means
clear that there is a standard form of BSL. While standard varieties of English
are taught to second language learners of English, learners of BSL learn local
dialects of BSL, often taught by tutors with no formal training qualifications
(Dye & Kyle, 2000). The standard for English is validated by its status in
dictionaries (non-standard word forms listed in dictionaries are marked
as non-standard). However, there is no written form of BSL, BSL has only
recently begun to be taught in schools after a 100-year gap, and it is rarely
taught to children by native users. There is only one BSL-English dictionary
(Brien, 1992), and it includes a limited number of signs. While standard varieties
of English are used on broadcast media, there is no standardized variety of
BSL on television and deaf television presenters use their own regional signs
(Steiner, 1998).

Despite the degree of variation, there is no doubt that British deaf people
recognize BSL as one language. It is possible that some form of Standard BSL
is slowly emerging, but as yet there is no certainty of when this will happen or
what the standard will be like.

6.9 Learning BSL

Despite the limited acceptance of BSL by educators, there has been an enormous
increase in the numbers of hearing people learning BSL in recent years. This
can be seen from Figure 6.5, which shows the rise in the numbers of students
taking national examinations offered by the Council for the Advancement of
Communication with Deaf People at Stage 1, 2, and 3. BSL is now the sec-
ond most popular vocationally related evening class subject in the UK after
First Aid.

Training for teachers of BSL is very limited, with only brief courses, training
tutors to deliver a single curriculum to hearing adult learners. There is no
formal training for those concerned with teaching BSL to deaf children or their
parents, for example.

6.10 BSL-English Interpreters

The increase in numbers of students taking BSL courses has not been matched
by an increase in the number of BSL-English interpreters. Indeed, the shortage
of interpreters is one of the most serious problems facing the deaf community,
since interpreters enable access to communication with the hearing world.
The Digital Broadcasting Act requires the provision of BSL on 5 percent of
all digital terrestrial programing. The Disabled Students Allowance provides
funding for sign language interpretation for undergraduate and postgraduate
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students, and the Disability Discrimination Act requires the provision of
sign language interpretation by firms and government for publicly available
services. However, as can be seen from Figure 6.6, there has been virtually

no increase in the number of qualified sign language interpreters over the past
17 years.
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BSL-English interpreting has undergone great changes over the last two
decades. In the past, the role of “go-between” between hearing and deaf
people was taken by hearing members of a deaf person’s family or by missioners
to the deaf. The missioner to the deaf was concerned with the welfare of deaf
people within his parish and was one of the few members of society with any
social standing who could sign. He would be called upon to interpret, for
example, when a deaf person went for a job interview or wished to resolve a
dispute with hearing neighbors. Deaf people used the missioner as an inter-
preter and also frequently as an ally, adviser, and advocate. As connections
between deaf communities and the church weakened, this task was taken on
by social workers for the deaf (Brennan & Brown, 1997). (The sign SOCIAL
WORKER is derived from the old sign MINISTER because of their similar role
in deaf life.) Social workers for the deaf and missioners for the deaf often came
from deaf families and lived and socialized with members of the deaf com-
munity. There was no sign INTERPRET at this time in BSL, and deaf people
would simply use a phrase such as MISSIONER SIGN FOR ME.

Professional BSL-English interpreting evolved out of this, beginning in the
early 1980s, with the establishment of the CACDP (see above). Professional
interpreters were seen as a step toward empowerment of deaf people. These
interpreters had undergone formal linguistic and interpreting training and
did not make decisions for deaf people or advise them, but merely relayed
information between the two languages, comparable to spoken language
interpreters. Professional BSL-English interpreters were encouraged to operate
solely as “conduits” for the languages, and to be socially and emotionally
neutral throughout their work.

This shift from the “traditional” style of interpreting to “professional”
interpreting did have benefits, especially in avoiding the dangers of patronizing
or controlling the deaf client. Modeling professional sign language inter-
preting on theories taken from the well-established and well-respected fields
of spoken language interpreting aimed to raise standards and the status of
the language and the interpreters. In many ways this has been successful;
however, “professional” interpreting has not been an unqualified success, and
the interpreting profession has begun to re-assess the impact of adopting this
wholesale application of theory from one field to another.

The effect of this shift has been summarized by Pollitt (2000), an interpreter
and interpreter trainer. She notes that many deaf people do not like the profes-
sional approach, and see interpreters as “cold” or “unhelpful” and unacceptably
“impersonal.” Some people (especially older deaf people) want advice, support,
and explanation that go beyond a mere transference of a message, and they
continue to use family members or social workers instead of “professionals”
for this reason.

Further problems have arisen from the way that interpreters are trained.
With interpreter training moving out from the community and into university
settings, many members of the deaf community feel that interpreters (now
often from hearing families) no longer have in-depth knowledge of the deaf
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communities where they work. Subtle language nuances, contextual informa-
tion, complex social relationships between the parties, and specific language
skills of a deaf client are only learned through long-term, committed relation-
ships with a community, such as missioners and social workers had. Interpreters
may cover much wider areas of the country and have far less daily interaction
with their clients.

Interpreters are now beginning to recognize the need to adapt other models
of interpreting to the specific needs of the deaf community today. There is call
for a more flexible approach, incorporating ideas from both the “traditional”
and the “professional” approaches.

Most discussions of BSL-English interpreting assume that the interpreter
will be hearing. Clearly there are many situations where the interpreter must
be hearing because translation between spoken English and BSL is required.
However, there are increasing numbers of deaf interpreters, particularly in
legal and media settings.

In legal settings, deaf interpreters often work as “relay” interpreters. For a
variety of reasons, a deaf person in court may not understand the signing of a
hearing interpreter (for further consideration of this topic, see Brennan & Brown,
1997). In such situations a deaf relay interpreter may be called upon to act as
an interface between the interpreter and the deaf client, modifying the inter-
preter’s BSL so that the deaf client can understand it. The relay interpreter also
interprets the deaf client’s signing into a form of BSL more easily rendered
into spoken English by the hearing interpreter.

Increasingly, deaf interpreters are also working in the media, providing BSL
translation of pre-recorded programs or pre-prepared live programs (especially
regional television news bulletins). In these settings, the deaf interpreters work
from written English scripts and autocue. At present, there has been little
formal research on the differences between hearing and deaf interpreters on
television from the point of view of audience satisfaction.

Another solution to the chronic shortage of interpreters might lie in the
current experimental use of computer generated signing avatars. Although
still in early stages of development, research is currently underway to use
text-driven computer translation from English to BSL for applications such as
alternatives to text on Internet pages (Hanke, 2002).

6.11 Official Recognition of BSL

The British deaf community has been campaigning for many years for official
recognition of BSL. With the recent signing by the government of the European
Charter for Regional or Minority Languages, the campaign has moved toward
seeking the inclusion of BSL on the Charter list of minority languages, in order
to ensure adequate funding for training and provision of interpreters and
acceptance of BSL in public settings such as the law and education. This cam-
paign has made only limited progress to date, but some official recognition is
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likely to be extended within the next few years. As well as increasing provision
of interpreters and protecting signers’ linguistic rights, recognition is likely to
lead to standardization.

6.12 Conclusions

The history of BSL, like that of many minority languages, cannot be separated
from a study of its relationship with the majority language community which
surrounds it. At the beginning of the twenty-first century, there are two
contrasting futures. On the one hand, there are pressures, such as the decrease
in opportunities for deaf children to use BSL with their peers as a result of the
move to mainstream education, and a possible decrease in the deaf population
as a result of medical intervention and advances in genetics. On the other
hand, there is increased interest and demand from the hearing community for
courses in BSL, increased use of BSL in public contexts such as television,
and increased pride of the deaf community in their distinctive language and
culture. Although the social circumstances of the language are changing, there

is every probability that BSL will continue to be a living language.
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7 Assessing Language
Attitudes: Speaker
Evaluation Studies

HOWARD GILES AND
ANDREW C. BILLINGS

7.1 Introduction

Over the past 40 years, a substantial amount of research on attitudes to lan-
guage variation has emerged around the world and across the disciplines. We
have witnessed seminal investigations (e.g., Labov, 1966; Lambert, 1967), pro-
grammatic enterprises in Britain (e.g., Giles, 1990), Australia (e.g., Gallois,
Callan, & Johnstone, 1984), the United States of America (e.g., Williams,
1976), and New Zealand (e.g., Bayard et al., 2001), journal special issues
(e.g., Cooper, 1974, 1975; Giles & Edwards, 1983; Kristiansen, 2001a; Milroy &
Preston, 1999; Ryan, Giles, & Bradac, 1994) as well as authored (Baker, 1992;
Giles & Powesland, 1975; Lippi-Green, 1997) and edited books (e.g., Shuy &
Fasold, 1969; Ryan & Giles, 1982) on the topic that have accumulated into a
substantial literature overviewed at regular interviews (e.g., Bourhis & Maas,
in press; Bradac, 1990; Bradac, Cargile, & Hallett, 2001; Giles, Hewstone, et al.,
1987). This body of work has provided us with a wealth of valuable informa-
tion concerning how speakers’ language choices shape others’ impressions of
them impacting decision-making processes in an array of critical social and
applied arenas.

The study of language attitudes frequently resides at the core of interaction
analysis. Social scientists have approached this form of research from the per-
spective of both the listener and the speaker. While the findings have varied
across variables of culture, dialect, accent, and context, scholars have argued
that determining the effects of language on social judgment is an integral
part of uncovering the communication process. As Cargile et al. (1994) argued,
“language is a powerful social force that does more than convey intended
referential information” (p. 211). From the job applicant who is chosen because
of his “cultured” British accent to the Southern-American who is not selected
because of their “unintelligent” dialogue, attitudes about specific forms of
language can have a significant influence at many levels. At the macro-
sociological level, images of cultures and societies are shaped based on the
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perceptions of language telecast on television and in film; at a micro-
sociological level, relationships with friends and family can be permanently
altered by the manner of language they employ. Thus, scholars have argued
the importance of language attitude research within many domains. The
media researcher purports that language influences cognitive images that we
use to form collective realities (Lippman, 1922); interpersonal experts employ
listener- and speaker-based models to explain the impact of language in
one-on-one and group dynamics (Berger & Calabrese, 1975); organizational
scholars write of linguistic “first impressions” that impact past, present, and
future alliances. In sum, academics from many disciplines agree that language
attitudes are an important enterprise. It is the method with which these
researchers have chosen to analyze such attitudes that has differed widely.

This chapter explores the intersections between language, communication,
and social judgment as, again, such findings directly relate to everyday and
applied social interactions. We begin with the earliest studies as they are still
heavily cited today and form the foundation for subsequent research, theory,
and applications. We shall then examine the differing social meanings of
speaking with standard and non-standard accents and the ways they impact
applied social decision-making. After paying due attention to sociopolitical
contexts and other mediating variables, language attitudes as a process of
person perception will be engaged theoretically. Finally, we shall underscore
the value of following through on two other (untested) models that frame
language attitudes as discursive and linguistic actions. Having overviewed
many of the empirical achievements of speaker evaluation research over the
years, we will devote some attention to the growing number of recent theoret-
ical frameworks that have begun to enrich the research enterprise.

7.2 Empirical Origins

Empirical research in this area began arguably in the 1930s with Pear’s (1931)
classic study inviting BBC audiences in Britain to provide personality profiles
of various voices heard on the radio, finding that different forms of the British
dialect caused integral changes in person perception. Much research followed
over the decades to determine whether voice parameters were an external
mirror of someone’s actual dispositional states. Consequently, the research
concluded that there was only a very modest overlap between listener-judges’
ratings of “targets’” vocal features and peer-ratings of the latters’ personalities.
There appeared little advantage in pursuing voice as a cue to actual person-
ality. On the other hand, study after study has shown that there is a quite
considerable social consensus among listener-judges about the stereotypical traits
associated with voices (see Giles & Powesland, 1975).

These stereotype-based judgments of voice are, nonetheless, socially vital and
there has been an explosion of research since 1960 showing that people can
express definite and consistent attitudes toward speakers who use particular
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styles of speaking. Encouragingly, the cultural diversity of speech commun-
ities studied is ever on the increase, such as in the People’s Republic of China
(Zhou, 2001) and Cyprus (Papapapvlou, 1998). Although a variety of methods
has been fruitfully adopted, most of the research has been contained within
the so-called “speaker evaluation paradigm.” Its origins can, in large part, be
found in the Lambert et al. (1960) study introducing the “matched-guise”
technique (MGT). Indeed, many of the roots of the social psychology of lan-
guage itself can be traced to this seminal investigation.

Lambert was interested in inter-ethnic attitudes in Montreal, more specifically
in how French- and English-Canadian people perceive each other. Distrusting
people’s overt and public ascriptions (as would be the case from direct ques-
tionnaire procedures) as a true reflection of their privately held views, he
formulated the MGT as a means of eliciting attitudes to users of different
language varieties. The procedure is built on the assumption that speech style
triggers certain social categorizations that will lead to a set of group-related
trait-inferences. In other words, hearing a voice that is classified as “French-
Canadian” will predispose listeners (depending, of course, on their own group-
memberships) to infer that she or he has a particular set of personality-attributes.
Balanced bilinguals (people with equal facility in two languages) were tape-
recorded reading a standard (ethnically neutral) passage of prose in both French
and in English. These recordings were then used as “stimulus” materials for
evaluation. Each speaker’s (two or often more) versions were interspersed
with other recordings (so-called “filler voices”) to avoid them being identified
as produced by the same speaker. Care was, and is always, taken to ensure
that the “guises” are perceived to be authentic; in other words, in the case we
are considering, independent listeners must believe the English guises derive
from English-Canadians — and not from French-Canadians speaking English.
In this way, considerable care is expended on issues of stimulus control.
Prosodic and paralinguistic features of voice (such as pitch, voice quality, and
speech rate) as well as other aspects of reading style and expressiveness are
kept constant as far as possible across the different recordings (for a discussion
of the virtues and limitations of the MGT, see Giles & Bourhis, 1976). By these
means, it is argued that reactions to the “speakers” are dependent solely on
social expectations based, in turn, on language cues.

Listener-judges are then asked to listen to a series of (supposedly) different
speakers on audiotape, and then to form an impression of these speakers using
a series of person perception rating scales (such as intelligence and sincerity)
provided them on a questionnaire. Judges are asked to undertake this task in
the same way as people can gain first impressions about speakers that they
hear (but cannot see) — say, behind them in a restaurant or on the radio. In the
original Lambert et al. (1960) study, the judges were French- and English-
Canadian (FC and EC) students, with matching tape-recorded guises. Although
there were many facets to this study, and hence a variety of findings emerging,
for our present purposes the main results were that: (1) EC listeners judged
speakers of their own ethnic group more favorably on half of the 14 traits;
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while (2) the FC listeners not only went along in the same evaluative direction,
but accentuated this in favoring the “outgroup’” over their own on ten out of
14 traits.

This initial MGT study was valuable for at least six reasons. First, Lambert
invented a rigorous and elegant method for eliciting apparently private atti-
tudes that controlled for extraneous variables. Second, it showed how certain
individuals can attribute unfavorable traits to members of their own language
community. Third, the findings underscored the important role of language
(and code and dialect choice) in impression formation. Fourth, the study laid
the foundations for an interface between sociolinguistic and sociopsycholo-
gical analyses of language (see Milroy & Preston, 1999) and was an important
factor in establishing the cross-disciplinary field of language attitudes. Argu-
ably, Labov’s (1966) exploration into this arena, through his own “subjective
reaction test” owes much to the innovations of Lambert. Fifth, the original
study spawned an enormous number of studies worldwide, particularly in
Britain, Australasia, the United States, The Netherlands, and more recently
Denmark (e.g., Jarvella et al.,, 2001). Indeed, the importance of the Lambert
et al. paper can be gauged by the fact that Tajfel (1959) published a critique of
it a year before the original was published. Finally, the dependent variables
used in the study gave rise to the now pervasively recognized (though often
relabeled) judgment-clusters of status (e.g., confidence, ambition) versus
solidarity (e.g., friendly, generous) traits (see, for example, Mulac, Hanley, &
Prigge (1974) and Zahn & Hopper (1985) for the addition of dynamism traits
such as active, lively, etc.).

The study was far from being a “one-off” affair. For instance, the important
role of language in social evaluation was substantiated by introducing
variants of the technique across a range of black, French, and Jewish com-
munities in the United States, and in Israel, and the Philippines. Moreover, the
roles of listener-variables such as age and interactions between speakers” and
listeners” ethnicity-by-gender were also reported (see Lambert, 1967). In the
latter respect, Lambert discussed the work of one of his students (Preston)
who investigated whether judges react similarly to male and female speakers
of the FC and EC guises. It was found that the EC listeners, in general, viewed
female speakers more positively in their French guises, but the male speakers
more favorably in their English guises. EC female listeners were not quite as
resolute as male listeners in their upgrading of FC female listeners, but there
was a still a strong tendency in the same direction.

Lambert and his associates also moved beyond “static” varieties of speech
styles toward evaluations of language shifts, as in the case of language “con-
vergence” toward and “divergence” away from, speakers (see Bourhis, Giles,
& Lambert, 1975), and showed how language could affect other forms of social
decision-making in an educational context (see Section 6.3.2). In addition, the
original empirical effects were monitored from time to time to appraise the
influence of changing sociocultural and historical climates in quasi-replication
studies. For instance, Genesee and Holobow (1989) found that although the
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downgrading of Québec French was dissipating in the wake of laws to pro-
vide the language with better institutional support, widespread improvements
on ratings of status have not really been forthcoming.

7.3 Subsequent Empirical Explosion of Research

Work following through with this basic methodological paradigm, though
modified in one way or another, continues today. Much of it is descriptive to
the extent that it generates valuable base-line data about intergroup attitudes
in particular sociolinguistic communities. Edwards (1982) points out that there
are three broad possibilities for the underlying patterns of speech-style
judgments: they may reflect (1) intrinsic linguistic superiorities/inferiorities;
(2) intrinsic aesthetic differences; or (3) social convention and preference.
It is, however, sociolinguistically unpalatable for languages and language
varieties to be reasonably described, as (1) suggests, as being “better/worse,”
“correct/incorrect,” or “logical/illogical.” Similarly, with (2), aesthetic judg-
ments of language varieties do not in fact seem to be based on inherent qualities
of beauty,” though they may be represented as such by members of speech
communities. A series of studies (see Section 7.1, see Giles & Niedzielski, 1998)
showed that listeners rating totally unfamiliar (foreign) varieties, which judges
could not categorize as class- or status-related varieties, did not discriminate
between them on the grounds of aesthetic criteria, although they were perceived
to differ sharply in these qualities within their own speech communities. It
seems, therefore, that evaluations of language varieties do not reflect intrinsic
linguistic or aesthetic qualities so much as (3) the levels of status and prestige
that they are conventionally associated with in particular speech communities
(Trudgill & Giles, 1978).

7.3.1 The power of the standard accent

Empirical studies spanning a range of speaking situations and communities
around world have produced a generally consistent pattern of results relating
to the social evaluation of standard and non-standard speakers. Much of this
has centered around the anglophone world and varieties of (frequently Brit-
ish) English, given the prestige and institutional support for this language (for
the Brazilian case, see El-Dash & Busnardo, 2001). It should be recognized that
notions of “standardness” are not unproblematic (see Edwards & Jacobsen,
1987), can be confusing (Crowley, 1999), and are ever-evolving. As a case in
point, and with the assistance of two empirical studies, Kristiansen (2001b)
claims that there are, in actuality, two Danish standards: one emerging in
the media (Low Copenhagen), and the other, more traditional Copenhagen
spoken in public institutions such as the school and business (see also, Long &
Yim, 2000 regarding the complex standardization situations existing in Japan
& South Korea). Nevertheless, a standard variety is the one that is most often
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associated with high socioeconomic status, power, and media usage in a
particular community. Received Pronunciation (RP) could reasonably be taken
to identify standard British English, as it is most commonly designated.
Indeed, the quality of what they espouse too has attracted more favorable
content ratings (Giles, 1973). Even speakers of non-standard/“subordinate”
varieties will tend to downgrade them (Giles & Powesland, 1975), with the
appreciation of such social connotations beginning quite early in life.

Until very recently, RP-like varieties have attracted the most uniformly
favorable evaluations in the English-speaking world, not only in Britain, but
also in Australia (Ball, 1983), New Zealand (Huygens & Vaughn, 1984), and
the United States (Stewart, Ryan, & Giles, 1985). Interestingly though, a study
(entitled “Pax Americana”) conducted by Bayard et al. (2001) examined
reactions to Australian-, New Zealand-, and American-English finding that the
most highly regarded voice was the American female, followed closely by the
American male. Even Australian students ranked Australian-English below
American-English, and, while New Zealanders ranked their own New Zealand
female moderately, all groups disliked the New Zealand male. It will be
interesting, in future work, to rediscover the relative prestige of both RP and
Standard American dialect in other anglophone settings (see Gill, 1994) and
elsewhere (see, for example, El Dash & Busnardo, 2001; Jarvella et al., 2001).

Other dependent measures used to examine the effects of speech style are
those of recall and cooperation. In Northern Ireland, Cairns and Dubiez
(1976) found that children subsequently recalled more material when it was
presented in RP than in other more local guises (see Giles, Henwood, et al.,
1992). Giles, Baker, and Fielding (1975) showed that high-school students in
South Wales provided more written information to (24 percent), and about
(48 percent), an RP-accented speaker than they did to and about a regionally-
accented (Birmingham) one. Similarly, matched samples of housewives wrote
and provided more ideas on a three-item open-ended questionnaire when it
was delivered by an RP speaker than by the same bidialectal researcher using
her Cockney dialect (when the respondents’ local dialect was also Cockney;
Giles & Farrar, 1979). This difference in cooperative behavior actually grew
larger as respondents progressed from answering their first to the second and
third answers (33 percent, 45 percent, and 72 percent more, respectively). And
in a more recent elaboration of this study in a Danish setting, Kristiansen
and Giles (1992) found the same overall pattern in favor of standard Danish
in the Naevstad area (albeit this effect was influenced by the type of audience
which attended particular kinds of films in a multi-screen cinema).

As alluded to in this last study, attributions of the perceived status of
standard speakers are mediated by the social context in which evaluations are
elicited. Creber and Giles (1983) found that the typical status-upgrading of RP
was attenuated significantly when the testing situation was an evening youth
club, compared with the (usual) classroom setting. On the other hand, Giles,
Harrison, et al. (1983) found that the status connotations of RP were accentu-
ated when informants were asked to discuss their speaker-evaluations with
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each other for 90 seconds before making their ratings. The language of testing
in MGT studies has also been shown to be important, as for example when
Welsh bilinguals in a study by Price, Fluck, and Giles (1983) made evaluative
distinctions between RP and a non-standard Welsh accent on status traits
when the experimental procedure was conducted in English, but not when it
was in the Welsh language. In sum, not only can the status connotations of a
standard variety be diminished or exaggerated depending on the nature of the
context, but the evaluative criteria brought to bear in them can also vary.
While we do not cavalierly dismiss the potency of situational manipulations,
the status accorded standard speakers is, nonetheless, extremely robust.

7.3.2 Social decision-making and language attitudes

Speech style is clearly an important social cue in many applied social contexts
(Lippi-Green, 1997) including very small portions of it being poignant when
requesting housing information from a potential landlord over the telephone
(Purnell, Isdardi, & Baugh, 1999). Within the educational setting, Seligman,
Tucker, and Lambert (1972) in fact found that speech style was an important
cue in teachers’ evaluations of pupils, even when combined with other
information, such as photographs of the children and examples of their school-
work. Choy and Dodd (1976) reported that teachers evaluating standard
English and Hawai'ian speakers consistently favored the former. Overall,
research indicates that the perception of children’s so-called “poor” speech
characteristics leads teachers to make negative inferences about their person-
alities, social background, and academic abilities. Clearly, these may lead
to self-fulfilling prophecies to the disadvantage of non-standard-speaking chil-
dren. Teachers may themselves induce behavior from children that confirms
their stereotyped expectations.

Language attitude studies in the medical arena are not as frequent. Fielding
and Evered (1980) showed that RP speakers are more likely to be perceived as
having psychosomatic symptoms than non-standard accented patients, even
when they are voicing exactly the same complaints. Moreover, medical stu-
dent listener-judges in this study perceived lexical and syntactic differences
between two supposed patients they heard on audiotape, despite the fact that
these features were in fact held constant. Patients’ social class has been shown
to affect the frequency of communication difficulties experienced by doctors,
with working-class patients being disadvantaged as a consequence.

Legal and judicial settings also offer much scope for language attitudes in
crucial social episodes. Seggie (1983) presented voices of speakers (in RP, broad
Australian, and Asian-accented English) in the role of defendants. RP speakers
were adjudged more guilty when the crime was embezzlement, whereas
Australian-accented speakers were more severely judged when the crime
was physical assault. In other words, “white-collar” crimes tend to be asso-
ciated with prestige speakers whereas crimes of violence are cognitively
aligned more with non-standard users. In Britain, recently, Dixon, Mahoney,
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& Cocks (2002) asked raters, using the matched-guise technique, to evaluate
an audio-taped interrogation by police officers with a criminal suspect who
was pleading his innocence. They found that the Birmingham-accented sus-
pect was rated significantly more guilty — and especially so when it related to
a blue-collar crime (armed robbery) — than an RP-sounding suspect.

Most research in occupational settings has related to employment interviews
(see Hui & Yam, 1987 for a Hong Kong case). Hopper and Williams (1973)
showed that speech characteristics (for Standard American, black, Mexican-
American, and Southern white speakers) were relevant to employment
decisions, but decreased in importance when the interviews were for lower-
status jobs. Indeed, Giles, Wilson, and Conway’s (1981) study in the British
context showed a linear relationship between seven jobs, independently rated
as varying in status, and the job suitability of RP and non-standard speakers.

Seggie, Smith, & Hodgins (1986) also elicited evaluations of employment
suitability based on ethnic accent in Australia. Two groups of subjects of Euro-
pean descent — owners of small businesses and female shoppers — were asked
to decide whether a speaker they heard on tape was suitable to be trained for
a low- or high-status job; all the speakers were presented as having ident-
ical backgrounds and qualifications. The owners of small businesses heard
Asian-, German-, and two (standard and broad) Anglo-Australian voices; the
female shoppers heard Asian- and two Anglo-Australian voices. It is interest-
ing that the businessmen did not differentiate between the two Anglo voices,
whereas the shoppers regarded the standard speakers as being unsuitable for
low-status job training. The businessmen rated the Asian voice equally with
the standard Anglo voice, while the shoppers rated it equivalent to the broad
Anglo voice. The authors offer an explanation of these findings in terms of the
different cognitive schemas of the two groups (see also, Thakerar & Giles,
1981). The businessmen have knowledge of the success of Asian business in
Australia, whereas the female shoppers are more likely to think of Asians as
restaurant workers; different evaluative profiles, it is suggested, emerge as a
consequence.

7.3.3 The power of non-standard varieties

While non-standard accented speakers per se attract less prestige than standard
accents, and particularly so among older speakers (Giles, Henwood, et al.,
1992; but for a different pattern, see the Japanese-American case of Cargile &
Giles, 1998), research in a number of cultures shows that a status-hierarchy
differentiating among non-standard varieties exists. This has been shown to be
so for English non-standard varieties (Giles & Powesland, 1975) as well as for
regional varieties of Welsh (Garrett, Coupland, & Williams, 1995). Likewise in
France, a Parisian guise was rated more favorably along competence traits
than a Provincial guise, which was afforded more prestige than a Brittany
guise which, in turn, was more highly evaluated than an Alsace guise (Paltridge
& Giles, 1984). But beyond this, the degree of accentedness displayed by the
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non-standard speaker has also been accorded social significance. Ryan,
Carranza, and Moffie (1977) found that students’ ratings of Spanish-accented
American English became less favorable (across nine varieties) the more
heavily-accented the speaker sounded. Such fine sociolinguistic discriminations
are not made everywhere, however. Cargile & Giles (1997), for instance, found
that while the Japaneseness of an American accent did influence person
perception and feelings of pleasure, strength of accent did not, nor did it have
an effect on listeners’ level of arousal. In Costa Rica, Berk-Seligson (1984) also
found little evaluative distinctions between mildly-accented and broadly-
accented non-standard Spanish, but a considerable evaluative divide between
these two and the standard variety.

There is another side to this evaluative coin. In many contexts, including
Britain, it has been shown that non-standard speakers are upgraded on traits
relating to solidarity, integrity, benevolence, and social attractiveness relat-
ive to non-standard speakers (Giles & Powesland, 1975), and especially so
in contexts, like family ones (Carranza & Ryan, 1975). In Switzerland, for
example, Hogg, Joyce, and Abrams (1984) found that judges rated High
German and Swiss German speakers equivalently on status dimensions, but
Swiss Germans more favorably on solidarity traits. In Ireland, a Donegal speaker
was rated the most competent of five Irish guises, but a Dublin speaker, who
was regarded the lowest in this regard, was considered the highest in social
attractiveness (Edwards, 1977). And in the United States, Luhman (1990)
invited Kentucky students to evaluate the personalities of Standard Network
American and Kentucky-accented speakers. The former were judged in the
high status/low solidarity quadrant, while Kentucky-accented speakers were
found in the low status/high solidarity quadrant. Returning to Britain, Garrett,
Coupland, and Williams (1999) found that school students’ views of RP
speakers were far less positive than their teachers’. Indeed, while conceding
prestige to speakers of RP, Garrett (2001) overviewed a research program in
Wales where RP speakers “are not considered so likeable or fun to be with, or
to have interesting things to say, they are ‘not like us’ and they attract labels
like ‘posh’” and snob’ from teenagers” (p. 627).

Such evaluations in favor of the non-standard voice have been extended to
powers of persuasiveness in Britain (Giles, 1973) as well as to attributions
of dynamism in Hawai'i Creole speakers in comparison to their Standard
American counterparts (Ohama, et al.,, 2000). The persuasiveness of the
non-standard variety is particularly potent when speakers of it portray an
ideological position that is stereotypically incongruous as in the case where
Hispanic-accented speakers in the USA defend the English-only movement
(Giles, Williams, et al., 1995). However, pro-non-standard patterns can be
qualified on some occasions by speakers’ gender, as we have noted already.
For instance, while white Australians and Aborigines upgraded male Aboriginal
speakers as more friendly, trustworthy, and gentle than white males, Aboriginal
female speakers were, in complete contrast, rated less favorably on solidarity
traits (Gallois, Callan, & Johnstone, 1984).
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7.3.4 The politics of language attitudes

Language attitudes are, of course, sensitive to local conditions and changes in
the sociopolitical milieu (see Baker, 1992; Giles & Pierson, 1988; Lippi-Green,
1997; St. Clair, 1982). For instance, Bourhis and Sachdev (1984) found that
Anglo-Canadian secondary school students had less favorable attitudes
toward Italian language usage when the demographic proportions of Anglos
and Italians in their immediate school environment were equal, as opposed to
when Anglos were the clear majority. Such findings illustrate the notion that
negative language attitudes are not as prevalent when there is a clear in-group
and out-group. Bourhis (1983) has also shown that the changing political
climate in Québec has been associated with modifications in attitudes toward
the use of Canadian French and English. In South Wales, at a time when
Welsh identity appeared to be particularly strongly sensed in the community,
Bourhis, Giles, and Tajfel (1973) found that bilingual speakers were perceived
more favorably than RP-accented ones, and in ways that were not evident
some years earlier. Tong, et al. (1999) also argued that language attitude pro-
files in Hong Kong as they were associated with Cantonese and Mandarin
speakers reflected listeners adjustments to their new and old identities after
the Colony passed back to the People’s Republic of China.

An even more vivid illustration of language attitudes comes from Woolard
and Gahng (1990) who collected MGT data in Barcelona in 1980 and then
again with a matched sample in 1987. They found at the first time of testing
that Catalan speakers were accorded more status than Castilian speakers,
regardless of whether the listener-judges were Catalan or Castilian speakers
themselves. The ethnolinguistic background of the judges was, however,
very potent when the solidarity dimension was examined. Castilian judges
gave high ratings to fellow Castilians who spoke the in-group language, but
severely downgraded them when they were heard to be speaking Catalan
(notwithstanding its status in this area of Spain). Catalan listener-judges rated
their in-group variety higher on solidarity traits than the outgroup language,
but were quite indifferent as to whether Castilians accommodated their
language or maintained their Castilian.

Since Woolard and Gahng’s first testing widespread changes emerged with
respect to language politics. In 1983, a law was passed giving the language
co-official status alongside Castilian in government, legal, affairs, education,
the media, etc. When replicating the study in the wake of these language
policies, Woolard and Gahng found an even stronger status superiority
for Catalan yet a “loosening of the bond between the Catalan language and
native Catalan ethnolinguistic identity. It no longer matters so much who
speaks Catalan, but rather simply that it is spoken” (p. 326). Hence, Castilian
listeners no longer downgraded their in-group on solidarity traits for speaking
Catalan and Catalan listeners were now more favorably disposed toward
Castilians who accommodated them.
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Thus, it seems reasonable to propose that when a non-standard speech style
is, or becomes, a valued symbol of in-group pride (be it working-class, ethnic,
or occupational), individuals who are strongly committed to their social group
membership display evaluative preferences for their own variety (Bresnahan,
Ohashi, Nebashi, Liu, & Morinaga Shearman, 2002). For instance, Flores and
Hopper (1975) found some preference for Mexican-American speech styles
among people who identified themselves as “Chicanos,” a term associated
with cultural and linguistic pride.

7.3.5 Other intervening and mediating variables

It is often the case, but not always (as in the case probably of German-accented
speech), that non-standard speakers are concentrated in the lower socio-
economic strata and are accorded lower prestige as a consequence. Thus, Ryan
and Sebastian (1980) suggested that assumptions about social class could
lead to the downgrading of ethnically-accented speakers. They were able to
demonstrate these interaction effects by presenting social class background
information to judges along with the vocal guises of standard and non-
standard speakers (in an orthogonal factorial design). The evaluative differences
between standard American and Mexican-American speakers were drastically
reduced when they were both known to derive from middle-class backgrounds.
Yet, this interdependence of accent and social class information has not shown
up in more recent studies in other speech communities. For example, Giles
and Sassoon (1983) found that whether a speaker was known to be middle
class or working class, his non-standard speech style still evoked a lower
rating on status-traits in comparison with RP speakers.

The meshing of non-verbal, visual cues with vocal and verbal ones is,
perhaps surprisingly, an understudied domain and one that holds out much
potential for future work. The evaluative potency of accent effects (in this case,
Asian versus more standard British accent) was not diminished when visual
cues were added to the presentation of vocal styles (Elwell, Brown, & Rutter,
1984). But interestingly, Aboud, Clément, and Taylor (1974) demonstrated in
Québec that socioeconomically “incongruous” presentations of photographs
of people at work and their voice samples (e.g., a middle-class-looking speaker
with a Joual accent) were reported as being a more pleasing combination for
potential workmates than “congruous” stimuli (e.g., middle-class-looking and
-sounding individuals). The opposite was the case for potential superiors or
subordinates.

In fact, relatively few studies have manipulated accent, dialect, or language
along with other language factors. Giles, Wilson, and Conway (1981) showed
that accent had as significant an effect on listeners’ social evaluations as did
lexical diversity in Britain, while Bradac and Wisegarver (1984), in a most
ambitious design in the United States varying lexical diversity, accent, and
social class background information, demonstrated that these factors were
additive on status-related dimensions. This “combinatorial model” suggests
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that the least favorable status-judgments will be made for non-standard
speakers, low in lexical diversity, with a known working-class background,
and vice versa. Interestingly, accent was a less salient variable than lexical
diversity on status-traits in this study.

Message content has rarely been examined alongside speech-style effects,
although it has been shown to bear significant consequences (Cargile &
Giles, 1997; Giles & Johnson, 1986). For instance, Powesland and Giles (1975)
showed an “incongruity” effect, again, where speakers who argued in ways
not expected from their voice-patterns (e.g., an RP speaker advocating greater
powers to Trade Unions) were upgraded as a consequence of their presumed
integrity. Gallois, Callan, and Johnstone (1984) have also discussed the mediat-
ing influence of perceived message threat in determining social evaluations,
while attaching even greater weight to the role of social distance. Many recent
studies have shown that standard listeners infer from a non-standard speech
style not only that such speakers would be unsuitable as partners in close
personal relationships, but would be likely to hold many dissimilar beliefs
(e.g., Stewart, Ryan, & Giles, 1985). Also, they are perceived as being less in
control communicatively (Bradac & Wisegarver, 1984). Future research needs
to explore whether, and the precise ways in which, belief dissimilarity, direct
threat, large social distance, low control (and doubtless other factors) mediate
the perception of non-standard speech and low-status ratings.

7.4 Speaker Evaluation and Person Perception

Researchers are now beginning to develop theories pertaining to the effects
of language on person perception. Ryan, Giles, and Sebastian (1982) provided
a framework for understanding the two primary sociostructural factors
affecting language attitudes. They articulated speaker assessment as a model
with two crossing dimensions: (1) standard vs. non-standard and (2) increas-
ing vitality vs. decreasing vitality. Standardization is defined as the codified
form of language that the power elites of society consider to be acceptable.
Relatedly, vitality (the second dimension) is termed as the practical use
of the language itself and implicitly raises the question of whether people
actually speak the standard or non-standard language (see El-Dash & Busnardo,
2001 for an empirical investigation). When viewed as a whole, this model
provides an appropriate heuristic for language assessment, as the authors
argued that any language or dialect can be placed along these standardiza-
tion/vitality continua. Giles and Ryan (1982) also provide a complementary
model for interpreting perceived language attitude situations and evaluat-
ive ratings. Again, they argue for two broad dimensions: (1) status-stressing
vs. solidarity-stressing, and (2) person-centered vs. group-centered. This
model stressed the context of the situation and the type of study involved as
key elements that need to be examined when determining the validity of
a study.
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A decade later, Cargile, et al. (1994) detailed a general process model of
speaker evaluations that has been elaborated further by Cargile and Bradac
(2001) with particular attention (among other factors) to how a listener’s
emotional state (or mood) can influence speaker evaluations, and how these,
in turn, can shape raters’ social identities — as Americans, women, older, or
whatever (see Cargile & Giles, 1997; Giles, Williams, et al., 1995). In addition,
these listener-processing models afford considerable theoretical status to
information processing. More specifically, the particular social goals listeners
bring to bear on the evaluative task to hand, their levels of involvement
in and the amount of attention they expend (mindfully or automatically) on
it, can be very important for outcomes. This being so, the mechanisms of
cognitive work in which listeners can engage in forming their language atti-
tudes are of much value for theorists in designing future research. Further-
more, the contribution which these listener processing models have made
to sociolinguistic accounts is the realization that, as the above authors write,
“...attitudes about language are not a singular, static, phenomenon. Rather,
they affect, and are affected by, numerous elements in a virtually endless,
recursive fashion” (p. 215). In essence, speaker evaluation may always be viewed
as slightly incomplete, as this circular process has no direct beginning or
end, making any point of entry for research an intuitively reassured guess.
Nonetheless, the authors argue that speaker evaluation can be assessed even
within the circular model, noting that the model is a useful heuristic for the
study of how language influences evaluations by bisecting the process both
linguistically (verbal and non-verbal) and attitudinally (effects on cognitions
and behaviors).

The development of speaker evaluation profiles can also be grounded within
attribution theory (see Hewstone, 1989). Kelley (1972), one of the pioneers in
this area, has coined the term causal schema. He argues that people store their
schemata cognitively and then implement these mental elements to judge
people. Another one of Kelley’s (1967) attribution theories, that of covariation,
furthers this conceptualization by arguing three applicable principles: con-
sistency, differentiation, and deviation from consensus. More specifically,
covariation theory applies to additional judgments in a schema once a first
judgment has been made and whether these supplemental judgments support
or deviate from the consensus. While these attribution frameworks assist our
understanding of how speakers can be evaluated within communication, a
model taken from Giles and Powesland (1975) articulates the practical implica-
tions of this form of research. The authors argue that once deficiencies in the
perceptions of language are pinpointed, speakers of this language can alter the
way in which they speak in order to best fit into mainstream society (see also
Street & Hopper, 1982).

In sum, the study of language attitudes can be grounded in a range of
theoretical positions relating to person perception. These explain how lexical,
dialectical, and semantic differences become embedded in language, ultimately
altering the way in which cultures and segments of society are viewed.



200 Howard Giles and Andrew C. Billings

74.1 The MGT paradigm from a more
discursive perspective

Several innovative developments are possible if, at least as an alternative
design, language attitudes are approached from a discursive perspective (Giles
& Coupland, 1991; see also, Preston, 1999). That is, one where social meanings
(and in this case, language attitudes) are assumed to be inferred by means
of constructive, interpretive processes drawing upon social actors’ reservoirs
of contextual and textual knowledge; a perspective which has, of course,
much in common with constructivist and pragmatic orientations. Indeed, the
matched-guise paradigm is one that seems to have been reluctant to move
beyond a static, input-output mechanism.

It is an established tenet of discourse analysis that meanings arise from the
interplay of communicative acts and the full range of factors in their con-
textualization. Another is that texts are never “neutral,” although recall in
Section 7.2 we noted that this is an avowed and valued control feature of the
MGT. Texts inevitably seek to establish or subvert, through complex and often
inconsistent means, rhetorical, political, and ideological positions. This
may seem an exaggerated claim in the case of texts we researchers may have
composed explicitly to be uncontroversial or even trivial, and to be politically
and socially inert. But to take a case in point, how is it possible to generate a
text that is “age-neutral”?

Giles, Coupland, et al. (1990) tried to do precisely this in a matched-guise
study which required listeners to evaluate a speaker varying in terms of
speech rate (fast, medium, or slow), accent (standard or non-standard), and
age (young adult vs. elderly). The passage spoken was supposedly an extract
from an interview where the speaker was talking at length about his car.
Adopting the traditional rating measures, they found that few effects emerged
for speaker’s age. However, in addition, the researchers asked textually-
interpretive questions and found that when providing listeners with extracts
from the text, such as the speaker saying, “I didn’t know what to think,” the
listeners interpreted this variously depending on the speaker’s age. Hence,
his “not knowing” was more likely to be attributed to his being “confused” if
elderly (the speaker was in fact perceived to be in his early sixties), or if young
(early thirties). When asked why they rated the speaker as they had done,
despite the fact that he said exactly the same thing in each condition, he
was described as “arrogant and pompous” when in the guise of a young,
standard speaker; “trying to impress” or “using the words of others” when
non-standard and young; “egocentric, living in the past, and talking of trivia”
when standard and elderly; and even “stupid, and losing his grip” when non-
standard and elderly. Even more interestingly, when invited to substantiate
these accounts by pinpointing textual information, respondents would very
often highlight exactly the same utterances to justify their (very disparate)
claims.
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The evaluative process needs to be separated conceptually from its “report-
ing,” since language attitudes are, after all, appraisals conveyed in a particular
context. Indeed, the reporting can come about in many different forms and
may, in reality, never be transmitted or even mindfully appraised. Recent
work in Britain has begun to challenge — if not deconstruct — the very notion of
“attitude” as currently measured and conceptualized in social psychology.
And this is the very bedrock upon which language attitude studies are based.
Potter and Wetherell (1987) point not only to the variability inherent in
people’s social attitudes when they are expressed in talk (even within the
same conversation), but also question whether attitudes can be rarified in the
minds of individuals away from the assumed objects to which they are targeted
in the “outside world.” As we know from a myriad of studies in the social
psychology of language (e.g., Street & Hopper, 1982), our judgments about
how people actually sound and speak — the object of language attitudes —
can themselves be a constantly redefining, social construction process and
dependent on social cognitive biases. Hence, “language varieties” on the one
hand, and “attitudes” on the other, are symbiotically related in a subjective
sense, rather than the dichotomous entities they are assumed to be in the MGT
paradigm. Billig (1987) also considers attitudes in a wider historical context
as positions in an argument and embedded in particular social controversies.
Attitudes in this sense are not only explicit appraisals pro or contra a position,
but also include an implicit stance against counter-positions. In sum then, we
have arguably paid too little attention to the cognitive activities involved
in recipiency, and to the complex interrelationships between language and
attitudes and the functions of these in discourse (see Cargile et al., 1994).

74.2 Language attitudes and linguistic action

It is appropriate to conclude this chapter by asking the question: To what
extent do people’s language attitudes predict their sociolinguistic behavior?
Although early social psychological research on attitudes implicitly assumed
that by understanding a person’s attitudes one could predict behavior, con-
temporary research is far more critical. Fishbein and Ajzen (1975) proposed
that the predictability of a behavior is increased by working with attitudes and
behaviors defined at an equivalent level of specificity. According to their “theory
of reasoned action,” an action is viewed quite simply as a person’s intention to
perform (or not perform) a behavior (e.g., speaking French to a customer in
Québec). The basic determinants of a person’s intention are also specified. The
person’s attitude toward the behavior is a function of beliefs about the con-
sequences of performing a particular behavior and the person’s evaluation of
these consequences. The second determinant of intention, subjective norms, are
themselves determined by the person’s normative beliefs regarding the expecta-
tions of others, and the person’s motivation to comply with these expectations.

Another approach which emphasizes the idea of attitude toward behavior is
Jaccard’s (1981) “behavioral alternative” model which considers situations in
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which an individual can perform one of a number of alternative and mutually
exclusive behaviors (e.g., one must choose to speak a standard or non-
standard dialect, assuming for simplicity, that code-shifting is not possible).
According to Jaccard, the individual may be said to possess an attitude toward
performing each of the behavioral alternatives available. The individual will
decide to perform that alternative for which the most positive attitude is held.
Thus, the prediction of behavior is based on an intra-individual comparison of
behavioral alternatives, and each person’s attitude toward speaking a variety
of language might have to be measured (for a variety of situations) in order to
predict accurately.

7.5 Epilogue

We have seen how the MGT has blossomed since its inception and language
attitude studies are now at the core of the social psychology of language.
Indeed, Garrett (2001) argued that “since explanations of sociolinguistic
phenomena are most likely to be found in social psychological processes,
language attitudes are a key component of sociolinguistic theory-building”
(p. 630). Listeners can very quickly stereotype another’s personal and social
attributes on the basis of language cues and in ways that appear to have
crucial effects on important social decisions made about them, as we saw
in the medical, occupational, and legal spheres. There are different kinds of
evaluative profiles attending individuals who use language in different ways
in different contexts, and a wide range of contextual, speaker-, and listener-
variables have been shown to interact in this process. We noted that a plethora
of theoretical models are beginning to emerge at different levels of analysis,
which is timely given the accumulation of findings worldwide (see also, Bradac
& Giles’ (1991) developmental model of the process whereby language atti-
tudes can be socialized early in life). Moreover, we argued that the evaluation
phase of the MGT was indeed a process — a discursive event — and that much
active interpretive work gets done during these studies.

In this chapter, we have identified where language attitude research has
been over the past 40 years in order to determine where the research will be
going in the future. We envision that future research will examine (1) the
influence of accent, particularly in regard to content; (2) the heterogeneity of
speakers offered as representative of a speech community (Luhman, 1990) and
others implanted alongside them in the evaluative frame (Abrams & Hogg,
1987); (3) the influence of language attitudes on self-presentation, accommodat-
ive tactics, and argumentation; (4) the role of friendships in molding language
attitudes (Bresnahan et al., 2002) together with the integration of information
processing at the relational interpersonal (Berger & Bradac, 1982) and intergroup
(Ryan, Giles, & Sebastian, 1982) levels into one approach; and (5) how we talk
about language varieties (Giles & Coupland, 1991; Preston, 1999). Therefore,
much remains to be achieved, not least regarding the relationships between
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language attitudes and linguistic action. Edwards (1999), alongside Milroy
and Preston (1999), calls for bridging gaps between evaluative reactions and
speech attributes, therein extolling the virtues of “a more linguistically aware
social psychology or a more psychologically aware sociolinguistics” (p. 108).
Both arguments are quite valid and are important steps toward making the
necessary connections between the plethora of one-shot studies and the inter-
disciplinary area this work entails. Much language attitude work has been
completed over the past 40 years; now is the time to begin bridging the past

studies to ground future endeavors.
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8 Language Attrition

MONIKA S. SCHMID AND
KEES DE BOT

8.1 Introduction

Language attrition (for the purpose of this article, the discussion will be con-
fined to the attrition of an L1) is often considered to be a reversal of language
acquisition. On the most general level, this definition is fairly uncontroversial:
where language acquisition is a process during which the proficiency in a first
or second language increases, in the process of language attrition, lack of
contact leads to a reduced level of proficiency in the attriting language. (We
find definitions which base language acquisition not only on actual loss of
knowledge that can be shown or assumed to have been there at a previous
time, but on “incomplete acquisition” as well (Polinsky, 1994, p. 257) to be
unhelpful for the description of language attrition.)

The task of the study of language attrition is to provide a more detailed
analysis and explanation of this rather idealized picture, to describe the
observed process of loss from linguistic as well as sociolinguistic perspectives,
and to try and model the (contact) variety of the attriting language within given
theoretical frameworks. Such an analysis has to take into account observed dif-
ferences in the application of rules of grammar and lexical selection between
attrited and non-attrited language use (i.e., what are commonly perceived as
“mistakes”), but ideally it should also attempt to describe the linguistic behavior
of attriters and non-attriters from a more holistic perspective. The analysis
should therefore include aspects of the attriting language even where it is not
“deviant” in an immediately obvious way, e.g., by establishing factors such
as type-token frequency, lexical richness, or grammatical complexity. Any
study that focuses merely on “what is lost,” i.e., on “mistakes” in the speech of
an attriter, fails to take into account avoidance strategies that she might have
developed in order to deal with her reduced capabilities. If these strategies are
perfected in a simplification of the linguistic system, her speech might very
well show up little or no “interferences” at all, and the emerging picture might
be skewed if “deviant” utterances are all that is considered.
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The picture of the attrited language which thus emerges should help
us understand how different linguistic levels are affected by the attritional
process, how different sociolinguistic variables affect the attritional process,
and whether any of the theoretical models available can account for these
observations.

8.2 Models and Theories

There are predominantly four theoretical models and frameworks available to
the study of language attrition:

Jakobson’s regression hypothesis,
language contact and language change,
Universal Grammar and parameter setting,
psycholinguistic questions of accessibility.

BN

However, the division between these frameworks cannot be drawn as neatly
as this list might lead one to suspect. Often theories will overlap, or features
of an observed attritional variety can equally well be accounted for by
several of these theories or by an interaction of them. Moreover, some of
the theoretical aspects underlying these different hypotheses are related. For
example, in the search for universal linguistic mechanisms, parallels between
language change, language acquisition, and (pathological) language loss have
been pointed out. This suggests that the evolution of a linguistic system over a
long time in a language community and over a short time in an individual
might follow some of the same or similar principles (cf. de Bot & Weltens,
1991).

8.2.1 Regression

The regression hypothesis has a tradition that goes back far longer than any
other theory in language loss: it was first formulated by Ribot in the 1880s, and
taken up again by Freud in connection with aphasia. It was Roman Jakobson
who in the 1940s integrated it into a linguistic framework, specifically in the
area of phonology (Jakobson, 1941). At the center of this hypothesis is the
assumption that

[t]he pattern of language dissolution in aphasics is similar, but in reverse order,
to the pattern of language acquisition in children. Those aspects of language
competence acquired last, or, more precisely, those that are most dependent
on other linguistic developments, are likely to be the first to be disrupted
consequent to brain damage; those aspects of language competence that are
acquired earliest and are thus “independent” of later developments are likely to
be most resistant to effects of brain damage. (Caramazza & Zurif, 1978, p. 145)
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The regression hypothesis has been the subject of much debate in research
on both pathological and non-pathological loss. It is probably generally
accepted nowadays that this hypothesis does not provide a conclusive frame-
work for aphasia (Berko-Gleason, 1982, p. 17; Caramazza & Zurif 1978, p. 146).
However, the fact that languages are acquired in stages by children has been
taken to suggest that language competence is “layered,” and that attrition will
work its way from the topmost layer to the bottom (Andersen, 1982, p. 97;
Berko-Gleason, 1982, p. 14; Caramazza & Zurif, 1978, p. 145; Seliger, 1991,
p- 227). A related approach is based on the notion of frequency of reinforcement,
hypothesizing that it is not what is learned first but what is learned best that is
least vulnerable to language loss (Berko-Gleason, 1982, p. 21; Jordens et al.,
1986, p. 161; Lambert, 1989, p. 7).

The difference between these two lines of thought, as well as the major
theoretical problem in connection with the regression hypothesis, can be
reduced to the two basic competing frameworks in the theory of L1 acquisi-
tion: the nativist (or Chomskyan) and the cognitivist (or Piagetian) approach.
If the sequence of L1 acquisition is seen as determined by an innate language
learning capacity developing autonomously (Chomsky, 1965, pp. 27-37), then
the hypothesis that the loss of this autonomous system will proceed in inverse
order appears at least possible. The linguistic system could “atrophy” due to
lack of use, and this atrophying process could be the reverse of the acquisi-
tional one. If, on the other hand, the linguistic capacity is seen as being paced
by the growth of conceptual and communicative capacities in L1 acquisition,
then such an assumption would not make sense: in non-pathological language
attrition, it is not the conceptual and communicative skills that are affected,
but the lexical and grammatical system. If the cognitive concepts that are seen
as the prerequisites for the acquisition of a certain feature — e.g., the concept of
singularity and plurality, which the child must have in order to acquire the
singular/plural distinction — are not lost, there is no reason why the grammatical
features that express them should be.

Studies of language attrition using this framework: Jordens et al. (1986);
Jordens, de Bot, and Trapman (1989); Hdkansson (1995); Schmid (2002).

8.2.2 Language contact and language change

The notion that in situations of language contact and ensuing language change
the modifications that can be observed in the linguistic system of one of these
languages are entirely or in parts due to one language’s encroaching on the
other is fairly widespread and probably true to some extent. In the lexical, or
open-class domain, at least, it is hard to see where effects like code-switching
and code-mixing should come from, if not directly from the linguistic system
of the L2.

In the grammatical system, however, a clear distinction of cases of language
contact from modifications within the linguistic system of one language
that are not due to influences from the other is often problematic. Studies on
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language death as well as situations of intense language contact, e.g., creol-
ization, have often discovered modifications within a linguistic system that
cannot be explained by interlanguage effects alone. The distinction between
externally and internally induced linguistic change in language attrition was
made by Seliger & Vago (1991, p. 10), who identified different strategies of
linguistic change caused by these two forces.

Studies of attrition within this framework have to be based on a comparison
of linguistic features of both languages, trying to isolate phenomena that
can only be due to interlanguage effects against mistakes that are internally
induced. In this context, the role of contrast between the two languages is
clearly a determining factor, but speculations as to its effect are contradictory:
it has been hypothesized that features that are cognate in L1 and L2 are more
likely to be retained while categories that do not have an equivalent in the L2
will be lost both in language attrition and language death (Andersen, 1982,
p.- 97; Lambert, 1989, p. 7; Romaine, 1989, p. 75; Sharwood Smith, 1989, p. 193;
U. Weinreich, 1953, p. 43). However, an alternative hypothesis is that at a
certain stage in language attrition, due to lack of input in the attriting language
(AL), the grammar of the non-attriting language (NAL) will become a source
of “indirect positive evidence” which will affect grammaticality judgments in
the AL (Seliger, 1991, p. 237). The two linguistic systems will interact in those
domains where both of them contain a rule which serves the same semantic
function, and “that version of the rule which is formally less complex and
has a wider linguistic distribution ... will replace the more complex more
narrowly distributed rule” (Seliger, 1989, p. 173). It should be noted that the
distinction between interlanguage and language change effects is often very
hard, if not impossible, to draw. Analytical structures can develop in contact
languages, even where both linguistic systems have highly developed
synthetic structures. However, they can also arise out of processes of non-
contact-induced linguistic change.

Difficulties in the distinction of processes of interlanguage vs. internal
simplification of a system notwithstanding, some processes that were pre-
dicted or have been shown to obtain in language attrition are qualitatively
different from processes that could be explained by interlanguage alone.
(This, however, does not preclude the possibility that, once gaps in the lin-
guistic system of the AL have been created, NAL elements might move in
to fill the voids thus created.) Language loss is thus often seen as a form
of language change that is speeded up within the individual or within the
community. Some of these predictions have been empirically verified (see
e.g., Schmidt, 1991 on Dyirbal under the influence of English; Dorian, 1982
on East Sutherland Gaelic under the influence of English; and Hédkansson,
1995 on the L1 attrition of Swedish in English/Swedish or French/Swedish
bilinguals).

Studies of language attrition using this framework: Altenberg (1991);
Kauffman & Aronoff (1991); Kopke (1999); Maher (1991); Major (1992); Vago
(1991).
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8.2.3 Universal Grammar (UG)

At a very basic level, the UG approach to language attrition is not unrelated to
the regression hypothesis, since it also considers acquisitional factors. It is,
however, not so much based on an observable sequence of acquisition but on
grammatical reasons for this sequence.

The parameter view on language acquisition and language attrition is
based on Chomsky’s notion of a UG which contains a set of fixed principles
and certain open parameters which are set during the acquisitional process
(Chomsky, 1981, p. 4; Ingram, 1989, p. 64; Seliger & Vago, 1991, p. 12). This
theory is complicated by the assumption that certain parameters carry a pre-
ferred or unmarked setting, which, in the absence of evidence to the contrary,
will be the value assigned to the specific feature.

The parameter view has instigated many studies into first and second
language acquisition, with a view to establishing factors such as:

* Are children born with an innate knowledge about universal properties of
the linguistic system?

e If a parameter is set to a specific value, can that setting ever be neutralized
(e.g., in L2 acquisition, if the settings for L2 differ from those of L1)?

* the role of markedness in this context: Can a marked parameter be reset to
an unmarked setting in L2 acquisition?

Within the framework of L1 attrition, it has been proposed that this process
might involve the “unmarking” of parameters that have been set to a marked
value in L1 (Hakansson, 1995, p. 155; Sharwood Smith, 1989, p. 199). However,
Sharwood Smith & van Buren hypothesize that since parameter settings are
influenced by evidence from input, and since language attrition is character-
ized by lack of evidence through lack of contact, marked values in the L1
might persist (Sharwood Smith & van Buren, 1991, p. 26). As yet, there are no
data to support this view.

Studies of language attrition using this framework: Hdakansson (1995);
Montrul (2002).

8.2.4 Psycholinguistics

The psycholinguistic model of language attrition augments the perspectives
on language internal and acquisitional factors by taking into account features
of processing and memory retrieval, dealing with more general psychological
issues like the accessing and forgetting of information. It thus reflects the
growing emphasis on psycholinguistic processes in bilingual speech production
at large that the past decade has witnessed.

For some time now, attrition researchers have attempted to establish whether
evidence for attrition is evidence for something being irretrievably “lost” or
merely an indication of a temporary problem of accessibility — an issue that is
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somewhat related to the competence—performance debate in language
attrition. The question of whether attrition merely affects procedural know-
ledge, or whether the actual knowledge of a language can become deteriorated
(Ammerlaan, 1996, p. 10) — or, on a more general level, whether knowledge
once acquired can ever be lost from memory — has not conclusively been
resolved, but evidence overwhelmingly points toward what difficulties there
are being only temporary.

Studies of language attrition using this framework: Ammerlaan (1996); Hulsen
(2000); Hulsen, de Bot & Weltens (1999); Kopke (1999); Schoenmakers-Klein
Gunnewiek (1998).

8.3 Linguistic Levels

Ever since Weinreich’s seminal study on language contact (U. Weinreich, 1953),
contact linguistics has attempted to provide a classification of linguistic
material in terms of likelihood for transfer. It is generally agreed that there is
a cline of “borrowability” within the linguistic system; that lexical items are
borrowed more easily than functional or grammatical ones; that nouns are
more easily borrowed than verbs, and so on (Muysken, 1999; Romaine, 1989,
p. 65; Wilkins, 1996). This has led to the assumption that the attritional process
might not be an overall decline of linguistic proficiency, but that certain
levels or faculties might be affected earlier or more profoundly than others.
Consequently, it has often been hypothesized that language attrition will first
manifest itself on the level of the lexicon, and only later move on to affect
grammatical and syntactic categories.

8.3.1 Lexicon

Where lexical items are concerned, “interferences” of several types can occur.
The first and surely most widespread of these is the use of NAL items in AL
discourse. This is a frequent feature in the discourse of bilinguals, especially
with other bilingual interlocutors, and it is very doubtful whether simple
code-switching can be considered evidence for attrition. Suffice it to say that
the use of an NAL item does not necessarily license the conclusion that the
speaker has “lost” the corresponding AL items (Romaine, 1989, p. 143) or even
that she cannot access it within the time span allocated for that task in on-line
discourse; she might also feel that the NAL item is for some reason more
“appropriate,” “sounds better,” or is more salient. Some pragmatic functions
of code-switching — such as providing “local color” or flagging quotations —
have been pointed out by Appel & Muysken (1987) and Romaine (1989,
p. 160ff.).

A second area in which the lexicon may be affected in language attrition
is that of specificity of meaning. This can manifest itself in different ways,
e.g.,, what has been called “(semantic) extension” (Romaine, 1989, p. 56),
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“semantic transfer” (de Bot & Clyne, 1994, p. 20) or “loanshift” (Haugen,
1953). In this type of interference, the meaning of a word from the base lan-
guage is extended so that it corresponds to that of another language, leading
to overgeneralizations. Consider the case of English take and break. In some
cases, the German equivalents of these verbs, nehmen and brechen respectively,
are adequate translations, in others they are not, as is illustrated by English
to take a sandwich and German ein Brot nehmen, but English to take a picture
and German *ein Foto nehmen (— ein Foto machen). It has been shown that
such selectional restrictions are vulnerable to language attrition, in some
cases extending to composite items, yielding what has been called a “calque,”
i.e. a morpheme-by-morpheme translation, as in the case of English look
after which is translated to German nachschauen ‘look up’ and used instead
of the semantic equivalent sich kiimmern (Altenberg, 1991, p. 198ff.; Clyne,
1981, p. 32).

A further type of mistake that sometimes occurs in the speech of attriters is
that an AL word which is homophonous to an NAL item with a different
meaning is used in inappropriate contexts (Romaine, 1989, p. 56). An example
of such an interference is given by Schmid (2002, p. 33) who found the
German verb zerstreuen (‘to scatter’) used with the meaning of English destroy,
instead of the appropriate German zerstoren.

Interferences of all these types are easily spotted and analyzed in attrition
studies, since they show up on the “surface level” of utterances. Much more
difficult to find is evidence for a predicted reduction of the vocabulary, i.e.,
a loss in lexical richness. It has often been hypothesized that this will be one
of the most prominent characteristics of an attriter’s speech (Andersen, 1982,
p- 94; Grendel, Weltens, & de Bot, 1993, p. 59; Olshtain, 1989, p. 162; Olshtain
& Barzilay, 1991, p. 146; Yagmur, 1997, p. 9).

Several studies have attempted to find evidence for or against such a reduc-
tion. The hypothesis that it will manifest itself first in low-frequency, highly
marked lexical items (Andersen, 1982, p. 94) was tested through a retelling
of a picture book (the ‘Frog story’) and an analysis of overgeneralized use of
frequent, general terms in situations where a more specified term is required
provided evidence to support this hypothesis (Olshtain & Barzilay, 1991;
Yagmur, 1997). A further test that has been conducted in this framework is
Fluency in Controlled Association (Waas, 1996; Yagmur, 1997).

Since both these tests establish lexical richness in a specific field only, a
broader approach might be desirable. This could be established through type/
token ratios of a larger stretch of discourse or (ideally) through an analysis
of the distributional frequencies of the tokens used in native speech. This is
extremely tedious and time-consuming work, which may account for the fact
that few studies to this date have conducted such an analysis on the data
collected (de Bot & Clyne, 1994; Schmid, 2002). The only study so far which
compares these findings to data from a monolingual control group (Schmid,
forthcoming) does find evidence for a significant reduction both of type-token
ratios and of word frequencies for all of her attriters.




Language Attrition 217

8.3.2 Morphology

Where language attrition in the domain of morphology is concerned, it has
been predicted that the attrited variety will exhibit an overall reduction in
morphological complexity, resulting in a more analytical structure. Features
that have been mentioned in this respect are:

interlanguage effects in free morphemes,

reduction in allomorphic variation,

loss of agreement, especially across phrase boundaries,

a movement from inflectional devices and allomorphic variation toward

more regularized or analytic forms,

* a trend toward periphrastic constructions (e.g., from an inflected future
tense to a go-future),

* grammatical relations tend to be encoded less by bound morphemes and

more by lexemes.

(cf. Andersen, 1982; Hagen & de Bot, 1990; Maher, 1991). The selection of these
features is largely based on observations from language contact, language
change, and language/dialect death. An interesting hypothesis that has hitherto
gone uninvestigated predicts a reduction in morphological distinctions that is
dependent on the amount of vital information they contribute to the discourse
and suggests that distinctions will be maintained if their loss would result in
frequent loss of information (Andersen, 1982, p. 97; Lambert & Moore, 1986,
p- 180). This hypothesis presupposes a high awareness of the morphological
and functional complexity of the attriting language by the attriter, and it would
therefore be interesting to see if it can be verified.

Among these factors, contextually-driven NP inflection appears the stablest
in studies on language attrition: Jordens et al. (1986), Jordens, de Bot, and
Trapman (1989), Képke (1999) and Schmid (2002) found little difference between
case-marking in German L1 and L2 attriters and non-attrited German. Agree-
ment features that depend on invariable inherent features of the lexical entry
(e.g., gender agreement, plural morphology) on the other hand, have been
shown to be substantially affected in L1 attrition (Altenberg, 1991; Hdkansson,
1995). Bolonyai and Dutkova-Cope (2001) have further shown that late system
morphemes, which do not encode semantic relationships but organize
sentence constituents into larger morphosyntactic structures and are cross-
linguistically less frequent, are more vulnerable to attrition than early system
morphemes in the L1 attrition of Hungarian and Czech-English early and late
bilinguals.

It has furthermore been shown that free grammatical morphemes, especially
function words and articles, are very vulnerable to interlanguage effects
(Olshtain, 1989, p. 160; Clyne, 1981, p. 34). Often, one of several possible items
is overgeneralized, as was found for the use of the German auxiliary haben
(Clyne, 1981, p. 34). It has been hypothesized that the domain of morphology
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might be the linguistic level on which it is hardest for the attriter to develop
avoidance strategies. While it seems conceivable that an attriter might come
to prefer intransitive over transitive verbs and thus arrive at an overall less
complex argument structure than a non-attriter, it is hard to conceive of a
strategy that would reduce inherent inflectional categories like gender and
plural morphology. Language attrition studies have therefore largely concen-
trated on the ungrammatical structures that resulted from the overgeneraliza-
tion of regular or more frequent instances of inflection, e.g., the regular plural
allomorph -s in English or the most frequent gender of nouns. However, a
more recent study (Schmid, forthcoming) did find evidence to suggest that
avoidance strategies to achieve an overall reduction of inflectional morphology
can be developed in first language attrition: in comparison with a monolingual
control group, her attriters used significantly fewer items in the plural, fewer
synthetic tenses, and more nominative vs. oblique cases.

8.3.3 Syntax

The assumption that word order is a domain which is vulnerable to simplifica-
tion processes in language attrition seems intuitively convincing: many
languages offer their speakers the possibility to express what they want to say
in structures with a variation in complexity, e.g., hypotactical structures with
a large number of embedded clauses vs. straight paratactical constructions.
The information load more complex structures carry is generally comparatively
low, and a trend away from more elaborate constructions — e.g., avoidance of
embedded clauses — will often not result in ungrammatical utterances.

Given these presuppositions, it seems strange that syntax in attrition has
hardly been explored to this date. The only studies that have investigated this
feature in detail are Yagmur’s investigation of Turkish relative clauses,
Hékansson’s study of the V2 rule in Swedish, and Schmid on verbal placement
in German. Yagmur found the late-acquired complex Turkish forms of relative
clauses to be most vulnerable to language loss among the features he invest-
igated (Yagmur, 1997, p. 95), while Hdkansson’s data contained only three
violations of the V2 rule in Swedish, all of them occurring in the data from one
informant. Furthermore, she found that the distribution of V2 (verb second)
and SVO (subject verb object) structures almost exactly paralleled that in mono-
lingual Swedish (Hdkansson, 1995, p. 160). Schmid’s findings, on the other
hand, suggest a slight tendency to overgeneralize the L2 English SVO rule in
German L1 attriters (Schmid,